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Introduction

Let X be a set. Every map Φ : X → X defines the discrete dynamical system

X × Z→ X ; X × Z 3 (x, n) 7→ Φn(x)

where Φn denotes the n-th iterate of Φ. We are interested to the case when X = P1

or X = A1 and Φ is the map given by a rational function φ ∈ C(z) or a polynomial
φ ∈ C[z]. Many arguments handled in the Theory of Dynamical Systems are use-
ful in Number Theory and vice versa. Indeed there exists a wide literature which
shows this connection. For example Furstenberg proved van der Waerden’s The-
orem on arithmetic progressions by using the Multiple Birkoff Recurrence Theo-
rem (see [12]). In [33] Silverman shows some results about dynamical systems,
similar to those treated in the present thesis, using some theorems of diophan-
tine approximation, more precisely he used the finiteness of integral solutions to
Thue’s equations and Roth’s Theorem.

The study of dynamical systems defined by polynomials or rational functions
in the complex plane has a long history; for a large exposition see, e.g., [2][21].

In this thesis we study arithmetical problems about rational functions in one
variable defined over a number field K. The main algebraic questions concern ra-
tional periodic (and more generally preperiodic) points for such functions, viewed
as endomorphisms of the line. More precisely, we shall be interested in rational
periodic points for functions having good reduction outside a prescribed set.

Before describing our original results, contained in Chapters 2 and 3, let us
recall some known facts.

Let K a number field and let φ(z) ∈ K(z) be a rational function φ : K → K; φ
defines a rational map Φ : P1 → P1 defined over K. For all P ∈ P1(K) the set

OΦ(P) = {Φi(P) | i ∈ N}

is called forward orbit or simply orbit of P under Φ. If OΦ(P) is a finite set one
says that P is a preperiodic point for Φ. In this situation it is clear that there exist
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two integers n,m ∈ N with m , 0 such that Φn(P) = Φn+m(P). In this case one
says thatΦn(P) is a periodic point forΦ. If P is a periodic point forΦ then its orbit
is called a cycle and if m is the smallest positive integer such that Φm(P) = P then
m is called the minimal period of P for Φ. Moreover we say that m is the length
of the cycle given by P and every element of this cycle is called a m-primitive
periodic point for Φ.

Preperiodic points arise very naturally from the torsion in algebraic groups.
Consider for instance the multiplicative algebraic group Gm (i.e. the affine variety
A1 \ 0 endowed with the multiplicative group law.). In fact, for every positive
integer n, the preperiodic points for the endomorphism zn of Gm are the roots of
unity. Another application concerns elliptic curves. In fact the torsion points of
an elliptic curve E/K are exactly the preperiodic points of the multiplication-by-
two map P 7→ 2P. The quotient of E modulo multiplication by −1 is isomorphic
with P1 and the multiplication-by-two map induces on the quotient a degree-4 map
Φ : P1 → P1. Its preperiodic points correspond to the torsion points on E.

For a fixed endomorphism Φ of P1 defined over K of degree > 1, Northcott
proved thatΦ has only finitely many preperiodic points in P1(K). (Actually North-
cott’s Theorem is much more general and also applies to certain endomorphisms
of arbitrary varieties). By elementary height considerations it is easy to find an
explicit bound for the cardinality of the set of all preperiodic points for Φ. In this
way we obtain a rough estimation of the upper bound for the cycle lengths of Φ.
On the other hand, by Lagrange’s interpolation, it is easy to see that every n-tuple
of distinct points of P1(K) is a cycle for a suitable rational map (and even for a
polynomial map). Therefore no uniform bound, depending only on K, is possi-
ble. Anyway, one can search for such uniform bounds holding for some particular
infinite families of rational maps. In [22] Morton and Silverman considered the
family of endomorphism of given degree. They conjectured that if Φ : PN → PN is
a morphism of degree d ≥ 2 defined over K, then there exists a number k depend-
ing only on [K : Q], N and d such that the cardinality of the set of all K-rational
preperiodic points for Φ is bounded by k. This conjecture is open even in the case
of dimension 1. For instance no uniform bound is known for the minimal period
of a rational periodic point for a quadratic map on P1.

Another natural infinite family of rational maps one can consider is the semi-
group of endomorphism with good reduction outside a fixed finite set. Let us
give a precise definition. Let K be a number field and let R be the ring of alge-
braic integers of K. We will say that a rational map Φ : P1 → P1 defined over
K has good reduction at a prime ideal p of K if Φ can be written in the form
Φ[X : Y] = [F(X,Y) : G(X,Y)], where F and G are homogeneous coprime poly-
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nomials of the same degree with coefficients in the local ring Rp with the property
that their resultant Res(F,G) is a p-unit.

In this thesis we will consider an arbitrary fixed finite set S of places of K
containing all the archimedean ones. We will study arithmetical problems consid-
ering only the infinite family of rational maps from P1 to itself defined over K with
good reduction outside S , i.e. the set of all the rational maps with good reduction
at any prime ideal p < S . Such rational maps are characterized by the property
of inducing an endomorphism (of the same degree) of P1 over the residue field
corresponding to p, for all p < S . Note that every finitely generated semigroup of
endomorphism of P1 is contained in such a semigroup.

In [22, Corollary B] Morton and Silverman proved a bound for the length of
cycles in P1(K) for endomorphism of P1 defined over K with degree ≥ 2 and good
reduction outside S . This bound depends only on the cardinality of the set S .
They used their results on multiplicity and reduction obtained in [23].

In this thesis we will show a new result about finite orbits. We will prove
an effective bound for the cardinality of every finite orbit in P1(K) (see Theorem
3.1 in Chapter 3), this extends the result by Morton and Silverman to cover also
preperiodic points. Our bound depends only on the cardinality of the set S and
on the class number of RS . This result is reproduced in [7]. To prove this bound
we shall use the Morton and Silverman’s bound for cycle lengths and the S -unit
equation Theorem in two and three variables. Hence our method depends on the
(ineffective) Subspace Theorem.

For the polynomial case there existed a wide literature. In 1989 W. Narkiewicz
in [24] proved the bound C |S |

2+|S |[K:Q] for the length of every cycle in K for a
monic polynomial in RS [z], where C is an absolute constant. Note that a monic
polynomial in RS [z] defines a endomorphism of A1 defined over K with good
reduction outside S . Narkiewicz used the the S -unit equation Theorem in two
variables. In particular he applied the bound found by Evertse in [8].

Later T. Pezda was able to improve on Narkiewicz’s bound. In [27] he studied
cycle in R, a discrete valuation domain, for polynomial in R[z]. For the analogous
problem in several variables see, e.g., [28]-[30][15].

Narkiewicz and Pezda in [25] proved a result that applied to the ring of S -
integers RS provides a bound for the cardinality of every finite orbit in RS for a
polynomial in RS [z]. This bound depends only on the number of the prime ideals
of bad reduction for the polynomial.

Recently R.L. Benedetto in [3] proved a statement similar to the Morton and
Silverman’s conjecture with N = 1. Indeed he has only considered the case where
Φ is a endomorphism of P1 defined over K induced by a polynomial φ(z) ∈ K[z];
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moreover his bound also depends on the number of prime ideals of bad reduction
for Φ.

Another interesting question concerning rational maps with good reduction
outside S is the following: considering the canonical equivalence for cycles given
by the action of PGL2(RS ) on P1(K), there exist only finitely many inequivalent
cycles in P1 for rational maps with good reduction outside S ? We solve this prob-
lem in chapter 2 of this thesis. We briefly introduce the statements of such results
which are reproduced in [6]. Given a cycle (P0, P1, . . . , Pn−1) we consider the min-
imal ideal I of RS such that for every integer 0 ≤ i ≤ (n − 1) Pi ≡ Pi+1 (mod I).
Note that automatically all the points in the cycle will then be congruent modulo
I. Given an ideal I of RS , we shall show in Theorem 2.1 that there exist only
finitely many inequivalent cycles, for rational maps with good reduction outside
S , where I is the ideal satisfying the above property. An important tool used to
prove this first main result of [6] is again the S -unit equation Theorem in two and
three variables. Our second main result is Theorem 2.2, which states that if 2 is a
S -unit then the ideal I has infinitely many possibilities, even restricting to rational
maps of degree equal to 4. It is easy to see that if two cycles are equivalent, then
their associated ideals I coincide. Hence Theorem 2.1 is in a sense best possible.

These last results are a sort of generalization of previous ones concerning only
polynomials, viewed as endomorphism of A1, obtained in [13]. Using the S -unit
equation Theorem in n variables with n ∈ {2, 3, 5}, Halter-Koch and Narkiewicz
proved in particular that for any choice of S -integers x, y ∈ RS , there exist only
finitely many cycles, with given length, for polynomials in RS [z] which contain
x, y as consecutive points. They also proved that there exist only finitely many
possibilities for the non ordered couple (x, y), up to automorphisms of the line A1.
This last result has no analogue in our situation, as already mentioned.

Our last result states that, fixed a cycle (P0, P1, . . . , Pn−1) in P1(K) with n ≥ 4,
there exist only finitely many finite orbits, for rational maps with good reduction
outside S , which contain the cycle (P0, P1, . . . , Pn−1).

0.1 The structure of this thesis
In Chapter 1 we begin by giving a proof of the finiteness of periodic points of an
endomorphism of P1 . This proof is effective and is obtained, following Northcott,
by using some elementary height considerations. The second section is dedicated
to introduce the notion of good reduction for a map as given by Morton and Sil-
verman in [23]. In the third section we define the good reduction for n-tuples in
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P1(K) at a prime ideal of K. Furthermore we show a finiteness result for n-tuples
in P1(K) with good reduction outside a fixed finite set of prime ideals of K, up
to canonical equivalence. This is a direct application of Birch and Merriman’s
Theorem about the finiteness of classes of binary forms with given degree and
discriminant. The content of this section is similar to the one with the same title
“Good reduction for n-tuples”of [6]. We end this chapter by giving the proof of
Morton and Silverman’s bound for cycle lengths for rational map of degree ≥ 2
with good reduction outside S . By using an elementary argument we prove this
bound also when the degree is 1.

In Chapter 2 we present our finiteness results for cycles, which are reproduced
in [6]. We start by proving some congruence properties of cycles for rational
map. The method of proof is elementary and follows [23]. In the third section
we present the proof of the already mentioned Theorem 2.1, which is the main
theorem of Chapter 2. Furthermore we show a corollary which states that fixed
two points P0, P1 ∈ P1(K), there exist only finitely many cycles for rational maps,
defined over K, with good reduction outside S , which contain as consecutive the
points P0 and P1. We end this chapter by giving the proof of the already mentioned
Theorem 2.2.

The first part of Chapter 3 is dedicated to prove our bound which extends to
preperiodic points the known results on periodic points. We end this chapter by
showing some weak generalizations, to finite orbits, of the finiteness result about
cycles presented in Chapter 2.
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Chapter 1

Preliminaries

1.1 Finiteness of the preperiodic points of a rational
map

Let K be a number field. This section is dedicated to prove a particular case of
Northcott’s theorem [26]. Indeed we will show the finiteness of preperiodic points
in P1(K) for a rational map on P1 defined over K with degree ≥ 2.

We denote by MK the set of all places of K and by M∞K the set of all the
archimedean ones. For each v ∈ MK let | · |v be the associated absolute value which
extends one defined on Q, namely: for x ∈ Q we have

|x|v =

|x| if v is archimedean

|x|p if v is nonarchimedean

where p is a prime number and |p|p = p−1. We denote by Kv the completion of the
field K with respect the absolute value | · |v and by Qv the completion of Q with
respect the absolute value | · |p, where | · |v extends | · |p. The normalized absolute
value ‖·‖v on K is defined by

‖x‖v = |x|
[Kv:Qv]/[K:Q]
v for all x ∈ K,

so that the product formula holds:∏
v∈MK

‖x‖v = 1 for all x ∈ K∗. (1.1)
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Given a point P = [x0 : . . . : xn] ∈ Pn(K), we define its absolute multiplicative
height

H(P) =
∏
v∈MK

max{‖x0‖v , . . . , ‖xn‖v}. (1.2)

By the product formula, the product in (1.2) does not depend on the choice of
homogeneous coordinates for P.

Now we show a fundamental result about the height H(·). Recall that the field
of definition of a point P = [x0 : x1 . . . : xn] ∈ Pn(Q̄) is the field

Q(P) = Q(x0/xi, x1/xi, . . . , xn/xi) for any i with xi , 0.

Theorem 1.1. For any numbers B, d ≥ 0, the set{
P ∈ Pn(Q̄) | H(P) ≤ B and [Q(P) : Q] ≤ d

}
is finite. In particular, for any fixed number field K, the set

{P ∈ Pn(K) | H(P) ≤ B}

is finite.

For a proof of this theorem see, for example, [17, Theorem B.2.3].
The following theorem is the key-step in the proof of Northcott’s theorem. We

present a proof which is practically the same proof of [17, Theorem B.2.5] in the
particular case of one dimensional projective space. It provides a bound for the
height of all preperiodic points for a given rational map.

Theorem 1.2. Let K be a number field and let Φ : P1 → P1 be a rational map of
degree d defined over K. There exist two positive numbers c1 < 1 and c2 such that

c1H(P)d ≤ H(Φ(P)) ≤ c2H(P)d (1.3)

holds for all P ∈ Pn(K). Furthermore c1, c2 are effectively computable in terms of
Φ.

Proof. If d = 0 then the theorem is trivial. Suppose that d ≥ 1. Write Φ([X :
Y]) = [ f0(X,Y) : f1(X,Y)] where f0, f1 are homogeneous polynomials in K[X,Y]
of same degree d with no common factors. For all indexes i ∈ {0, 1} we write fi

explicitly as
fi(X,Y) =

∑
0≤ j≤d

ai, jXd− jY j.
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With (x, y) we shall always represent the homogeneous coordinates for a generic
point of P = [x : y] ∈ P1(K). For every absolute value v ∈ MK and for any point
P ∈ P1(K), we shall write |P|v = max{|x|v, |y|v} (with abuse of notation, since |P|v
depends on the given choice of coordinates). Moreover, for every positive number
r we use the convenient notation

εv(r) =

r if v is archimedean

1 if v is nonarchimedean.

With this notation, the triangle inequality can be written uniformly as

|a1 + a2 + . . . + ar|v ≤ εv(r) max{|a1|v, . . . , |ar|v}.

Therefore for every point P ∈ P1(K), any v ∈ MK and all indexes i ∈ {0, 1}

| fi(P)|v =
∣∣∣∑0≤ j≤d ai, jxd− jy j

∣∣∣
v

≤ εv(d + 1)
(
max0≤ j≤d |ai, j|v

) (
max0≤ j≤d |xd− jy j|v

)
by triangle inequality

≤ εv(d + 1)
(
max0≤ j≤d |ai, j|v

)
(max{|x|v, |y|v})d

= εv(d + 1)
(
max0≤ j≤d |ai, j|v

)
|P|dv .

(1.4)
Now we have to use the identity∏

v∈MK

εv(d + 1)[Kv:Qv]/[K:Q] =
∏

v∈M∞K

εv(d + 1)[Kv:Qv]/[K:Q] = d + 1.

Now take the maximum of (1.4) over i ∈ {0; 1}, raise to the [Kv : Qv]/[K : Q]
power, and multiply over all v ∈ MK . This gives

H (Φ(P)) ≤ c2H(P)d

where

c2 B (d + 1)
∏
v∈MK

max
i∈{0;1}

{
max
0≤ j≤d

∥∥∥ai, j

∥∥∥
v

}
> 0

so the second inequality in (1.3) holds.
Now, in order to obtain the constant c1 of the first inequality in (1.3), we use

the fact that f0, f1 are coprime polynomials. Indeed from this it follows that the
resultant Res( f0, f1), of the polynomials f0 e f1, is non zero and that there exist
four homogeneous polynomials g0, g1, g2, g3 ∈ K[X,Y] with same degree d − 1
such that

f0g0 + f1g1 = Res( f0, f1)X2d−1; f0g2 + f1g3 = Res( f0, f1)Y2d−1. (1.5)
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By easy computation, the polynomials g′i s are effectively determinable, see for
example [19].
For every index 0 ≤ i ≤ 3 we explicitly write gi as

gi(X,Y) =
∑

0≤ j≤d−1

bi, jXd−1− jY j.

Hence for all points P ∈ P1 and every valuation v it results that

|P|2d−1
v = max{|x|2d−1

v , |y|2d−1
v }

= |Res( f0, f1)|−1
v max {|( f0g0 + f1g1)(P)|v, |( f0g2 + f1g3)(P)|v}

≤ |Res( f0, f1)|−1
v εv(2)

(
max
0≤i≤3
|gi(P)|v

) (
max
0≤i≤1
| fi(P)|v

)
≤ |Res( f0, f1)|−1

v εv(2)
[
εv(d)

(
max

i, j
|bi, j|v

)
|P|d−1

v

] (
max

i
| fi(P)|v

)
.

Now raising to the [Kv : Qv]/[K : Q] power, and taking the product over all
v ∈ MK , by the product formula applied to Res( f0, f1)−1 we obtain that

c1H(P)2d−1 ≤ H(P)d−1H(Φ(P))

where

c1 B

2d
∏
v∈MK

max
i, j

∥∥∥bi, j

∥∥∥
v


−1

> 0.

Note that
(∏

v∈MK
maxi, j

∥∥∥bi, j

∥∥∥
v

)
is the multiplicative height of a point of P4d−1(K).

By definition, H(·) always assumes values≥ 1. From this it is clear that c1 < 1. �

Theorem 1.3. Let Φ : P1 → P1 be a rational map of degree d ≥ 2 defined over a
number field K. Then there exist only finitely many preperiodic points for Φ.

Proof. By Theorem 1.2 there exist a positive constant c1 < 1 such that

H (Φ(P)) ≥ c1H(P)d holds for every point P ∈ P1(K). (1.6)

If P ∈ P1(K) is a preperiodic point for Φ, then the sequence {H (Φn(P))}n∈N is
bounded. Instead, from (1.6) and d ≥ 2, if P is such that c1H(P)d > H(P), then
{H (Φn(P))}n∈N is an unbounded sequence. Therefore, if P is a preperiodic point,
then H(P) ≤ c

1
1−d
1 . Note that c

1
1−d
1 > 1. We conclude the proof by applying Theorem

1.1. �
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1.2 Good reduction for rational maps
In this thesis we shall use the following notation:

K a number field;

R the ring of integers of K;

p a non zero prime ideal of R;

Rp the local ring of R at the prime ideal p;

mp the maximal ideal of Rp (which is principal);

K(p) =R/p � Rp/mp the residue field of the prime ideal p;

vp the p-adic valuation on R corresponding to the prime ideal p (we always
assume vp to be normalized so that vp(K∗) = Z);

S a fixed finite set of places of K of cardinality s including all the archimedean
ones.

We denote the ring of S -integers by

RS := {x ∈ K | vp(x) ≥ 0 for every prime ideal p < S }

and the group of S -units by

R∗S := {x ∈ K∗ | vp(x) = 0 for every prime ideal p < S }.

To give the next definition we need the canonical (mod p)-projection from
P1(K) to P1(K(p)). It is defined in the following way: since mp is a principal
ideal, every point P ∈ P1(K) can be represented by homogeneous coordinates
P =

[
x : y

]
such that x, y ∈ Rp and they do not belong simultaneously to mp, so

that the point
[
x + mp : y + mp

]
∈ P1(Rp/mp) is well defined. By the canonical

isomorphism Rp/mp � K(p), for every point P ∈ P1(K) it is possible to associate
a point of P1(K(p)) which will be called the reduction modulo p of P. We use the
same definition of good reduction, at a prime ideal, for a rational map used in [23]
or [6].

Definition 1.1. We say that a morphism Φ : P1 → P1 defined over K has good
reduction at a prime ideal p if there exists a morphism Φ̃ : P1 → P1 defined over
K(p) with degΦ = deg Φ̃ such that the following diagram
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P1,K P1,K

P1,K(p) P1,K(p)

-Φ

?

˜
?

˜
-Φ̃

is commutative, where ˜ denotes the reduction modulo p. Furthermore if Φ has
good reduction at every prime ideal p < S , we say that it has good reduction
outside S .

We shall consider only cycles for rational maps with good reduction outside
S . By definition it is clear that these maps form a semigroup under composition
on which the group PGL2(RS ) acts by conjugation.

Now we give an equivalent version of the previous definition which is useful
to determine when a rational map has good reduction at a prime ideal p.

Let Φ : P1 → P1 a rational map defined over K by Φ([X : Y]) = [F(X,Y) :
G(X,Y)] where F,G are homogeneous polynomials in R[X,Y] with the same de-
gree d and no common factors. Since Rp is a P.I.D. we may assume that F,G have
coefficients in Rp and that at least one coefficient is in R∗p. Therefore, by reduction
modulo p of the coefficients of F and G, we obtain two homogeneous polynomials
F̃, G̃ ∈ K(p)[X,Y] which are not both the zero polynomial. In this way it is well
defined the rational map

Φ̃ : P1 → P1; Φ̃([x : y]) = [F̃(x, y) : G̃(x, y)], (1.7)

defined over K(p). Now it is easy to see that the rational mapΦ has good reduction
at a prime ideal p if and only if F̃(x, y) and G̃(x, y) are coprime homogeneous
polynomials in K(p)[X,Y]. Therefore the rational map Φ has good reduction at
the prime ideal p if and only if Res(F̃, G̃) is non zero in K(p); or equivalently if
and only if Res(F,G) < mp. In this case the regular map defined in (1.7) is the
rational map which appears in the Definition 1.1.

Morton and Silverman gave also another method to see when the rational map
Φ has good reduction at a prime ideal p. They introduced the definition of discrim-
inant of a rational map in the following way: to ease notation, if H(t1, . . . , tk) ∈
K[t1, . . . , tk] is a non zero polynomial we define vp(H) as

vp(H) = vp

∑
I

aI t
i1
1 · · · t

ik
k

 = min
I

vp(aI ) (1.8)
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where the minimum is taken over all multi-indexes I = (ii, . . . , ik). That is, vp(H)
is the smallest valuation of the coefficients of H. For any family of polynomials
H1, . . . ,Hm ∈ K[t1, . . . , tk] we define vp(H1, . . . ,Hm) to be the minimum of the
vp(Hi) with i ∈ {1, . . . ,m}. The discriminant Disc(Φ) of the rational map Φ is the
ideal of R whose valuation at a prime ideal p is given by

vp(Disc(Φ)) = vp(Res(F,G)) − 2dvp(F,G).

By the properties of the resultant this definition is a good one; i.e. it is independent
on the choice of the homogeneous coefficients of the polynomials F and G.
For every prime ideal p it is easy to see that Φ has good reduction at p if and
only if vp(Disc(Φ)) = 0. In this way, for every prime ideal p, we have a simple
condition to prove when the rational map Φ has good reduction at p.

1.3 Good reduction for n-tuples
Let, as before, S be a finite set of places of K, containing all the archimedean
ones. This section is dedicated to explain the notion of good reduction at a prime
ideal for a n-tuple. Some arguments contained in this section are strictly related to
the cycles for rational maps with good reduction outside S . Indeed some methods
used in the proofs contained in this section will be useful in the next chapters.
We begin by giving a proposition that is useful when RS is not a P.I.D..

Proposition 1.1. There exist a finite set S R of places of K and an integral number
C such that every point P ∈ P1(K) can be represented by S -integral homogeneous
coordinates (x, y) which satisfy min{vp(x), vp(y)} = 0 for all prime ideals p < S R

and min{vp(x), vp(y)} ≤ C for every p ∈ S R .

Proof. Since the ring RS is a Dedekind domain, every ideal of RS can be generated
by two elements. Let us denote by hS the class number of RS . Let

RS , (a2RS + b2RS ), . . . , (ahS RS + bhS RS )

be a set of representatives for the ideal classes.
Each point P ∈ P1(K) can be expressed by integral coordinates P = [x̄ : ȳ].

The ideal (x̄RS+ȳRS ) is equivalent to one of the just chosen representatives. Hence
there exist two integers c and d in RS such that

c(x̄RS + ȳRS ) = dRS
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or
c(x̄RS + ȳRS ) = d(aiRS + biRS )

for a suitable index i ∈ {2, . . . , hS }. Let x = cx̄/d and y = cȳ/d; note that x, y are
integers. In the first case one has that (xRS + yRS ) = RS , thus

min{vp(x), vp(y)} = 0

for every prime ideal p < S . Otherwise one has that (xRS + yRS ) = (aiRS + biRS ),
thus

min{vp(x), vp(y)} = min{vp(ai), vp(bi)}

for every prime ideal p < S .
Now it is sufficient to choose S R as the set of nonarchimedean places of K

such that min{vp(ai), vp(bi)} , 0 for some indexes i ∈ {2, . . . , hS } and

C = max
p∈S R

{
min{vp(ai), vp(bi)} | i ∈ {2, . . . , hS }

}
.

�

Remark 1.1. By [20, Corollary 2 to Theorem 36, Chapter 5] it follows that we
can choose every representative (aiRS + biRS ) such that its norm is bounded by a
constant λ depending only on K. Thus

||(aiRS + biRS )|| =
∏
p∈S R\S

||p||min{vp(ai),vp(bi)} ≤ λ

for all i ∈ {2, . . . , hS }. From this we deduce that ||p|| ≤ λ for every p ∈ S R \ S and
we can choose

min{vp(ai), vp(bi)} ≤ C ≤ log2 λ. (1.9)

By [20, Corollary 2 to Theorem 37, Chapter 5]

λ ≤
[K : Q]!

[K : Q][K:Q]

(
4
π

)c

|disc(R)|
1
2

where c denote the cardinality of the set of all not real embeddings of K in C.

Proposition 1.1 allows to adopt the following convention: writing P =
[
x : y

]
for a generic element of P1(K) we shall always choose x, y ∈ RS with the property
just described and we shall say that x and y are almost coprime S -integers.



1.3 Good reduction for n-tuples 9

Notation. In the present section every point will be represented by almost coprime
coordinates, except in the cases in which it will be explicitly specified. Moreover
for any n-tuple (P0, P1, . . . , Pn−1) of points of P1(K), for every index i, the vector
(xi, yi) will always represent almost coprime integral homogeneous coordinates
for the point Pi.

Definition 1.2. Let p be a prime ideal of K. We say that a n-tuple (P0, . . . , Pn−1)
of elements of P1(K) has good reduction at p if the n-tuple formed by the reduc-
tion modulo p has n distinct elements in P1(K(p)); a n-tuple has good reduction
outside S if it has good reduction at every prime ideal p < S .

Now we introduce a “distance”, already used by Morton and Silverman in
[23], which characterizes the n-tuples of good reduction at a prime ideal p.

Let P1 =
[
x1 : y1

]
, P2 =

[
x2 : y2

]
∈ P1(K) and p be a prime ideal of R. We

denote by

δp (P1, P2) = vp (x1y2 − x2y1) −min{vp(x1), vp(y1)} −min{vp(x2), vp(y2)} (1.10)

the p-adic logarithmic distance; δp (P1, P2) is independent of the choice of the
homogeneous coordinates, i.e. it is well defined, takes integral values and the
following properties hold:

δp(P,Q) ≥ 0 for every P and Q (δ′)
δp(P,Q) ≥ 1 if and only if P ≡ Q (mod p) (δ′′)
δp(P,Q) = ∞ if and only if P = Q (δ′′′)

(1.11)

By property (δ′′) it follows that a n-tuple (P0, P1, . . . , Pn−1) ∈ Pn
1(K) has good

reduction outside S if and only if δp (Pi, P j) = 0 for every prime ideal p < S and
for all distinct indexes i, j ∈ {0, . . . , n − 1}.

Now we use the canonical action of the automorphism-group PGL2(RS ) on
P1(K) to give the following:

Definition 1.3. Two n-tuples (P0, . . . , Pn−1) and (Q0, . . . ,Qn−1) are called equiva-
lent if there exists a projective automorphism A ∈ PGL2(RS ) such that

A(Pi) = Qi for all i ∈ {0, 1, . . . , n − 1}.

It is clear that a n-tuple (P0, P1, . . . , Pn−1) has good reduction outside S if and
only if every n-tuple equivalent to (P0, P1, . . . , Pn−1) has good reduction outside
S .
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If RS is a P.I.D., then for any point of P1(K) we can choose coprime integral
homogeneous coordinates. In this way, for any n-tuple (P0, P1, . . . , Pn−1) with
good reduction outside S and for every prime ideal p < S , it follows that

vp(xiy j − x jyi) = δp(Pi, P j) = 0,

therefore xiy j − x jyi is a S -unit.
But in any case the useful following lemma holds.

Lemma 1.1. There exists a finite set R ⊂ RS which satisfies the following prop-
erty: for every n-tuple (P0, P1, . . . , Pn−1) of good reduction outside S and for every
couple of distinct indexes i, j ∈ {0, . . . , n − 1} there exist an integer ri, j ∈ R and a
unit ui, j ∈ R∗S such that

xiy j − x jyi = ri, jui, j.

Proof. Let (P0, P1, . . . , Pn−1) be a n-tuple of good reduction outside S . For every
p < S and every couple of distinct indexes 0 ≤ i, j ≤ (n − 1), by definition of
logarithmic distance we have that

vp(xiy j − x jyi) = min{vp(xi), vp(yi)} +min{vp(x j), vp(y j)}.

Let C and S R be the integer and the set defined in the Proposition 1.1. Having
chosen almost coprime homogeneous coordinates, for every p ∈ S R/S , it follows
that vp(xiy j − x jyi) ≤ 2C, and for every other prime ideal not in S it follows that
vp(xiy j− x jyi) = 0. Therefore for every couple of distinct points Pi = [xi : yi], P j =

[x j : y j] included in the n-tuple (P0, P1, . . . , Pn−1) the following principal ideal of
RS

(xiy j − x jyi)RS =
∏
p∈S R\S

p
vp(xiy j−x jyi)

is an element of the finite set ∏
p∈S R\S

p
ep | 0 ≤ ep ≤ 2C

 . (1.12)

Now is clear that the proof follows by choosing R the finite set composed by
taking a generator for each principal ideal contained in (1.12). Note that this set
has cardinality bounded by (2C + 1)|S R\S |. �

Proposition 1.2. The set of equivalence classes of n-tuples in P1(K) with good
reduction outside S is finite.
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In the following proof we shall consider some binary forms. Two binary forms
G(X,Y) and H(X,Y) are called equivalent if there exists a matrix

A =
(
a b
c d

)
∈ GL2(RS )

such that G(X,Y) = H(aX + bY, cX + dY). We shall use the Birch and Merriman’s
Theorem [5] about the finiteness of classes of binary forms with given degree and
discriminant.

Proof of Proposition 1.2. Note that for a large n there are not n-tuples with good
reduction outside S . Indeed, let m = minp<S {|K(p)|}. For every prime ideal p
which realizes the minimum m we have that |P1(K(p))| = m + 1. From this it
follows that there can exist n-tuple of good reduction outside S only if n ≤ m + 1.

For n = 1 the number of equivalence classes is the order hS of the ideal class
group of RS . We choose representatives for every class and express them, except
the trivial ideal RS , through two generators (a2RS + b2RS ), . . . , (ahS RS + bhS RS ).
Note that these representatives define hS points [0 : 1], [a2 : b2], . . . , [ahS : bhS ]
of P1(K) pairwise inequivalent for the action of PGL2(RS ). Now we prove that
every point P ∈ P1(K) belongs to the orbit of [1:0] or of a point [ai : bi] with
i ∈ {2, . . . , hS }.

Let P ∈ P1(K). We write it with integral coordinates P = [x̄ : ȳ]. If (x̄RS + ȳRS )
is a principal ideal, then P is an element of the orbit of [1 : 0] under the action
of PGL2(RS ). Indeed, let (x̄RS + ȳRS ) = aRS for a suitable a ∈ RS . It is clear
that x = x̄/a and y = ȳ/a are elements of RS such that (xRS + yRS ) = RS . This
is equivalent to the existence of two S -integers rx and ry such that xrx + yry = 1.
Therefore the matrix (

rx ry

−y x

)
∈ SL2(RS )

and maps the point [x : y] to [1 : 0].
Otherwise, there exist c, d ∈ RS such that c(x̄RS + ȳRS ) = d(aiRS + biRS )

for one index i ∈ {2, . . . , hS }. Therefore, the S -integers x = cx̄/d and y = cȳ/d
generate the ideal

(xRS + yRS ) = (aiRS + biRS ) = I ⊂ RS .

By definition of I−1, there are elements x′, y′ ∈ I−1 satisfying xy′−yx′ = 1, namely(
x x′

y y′

)
∈ SL2(K).
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Moreover there are a′i , b
′
i ∈ I−1 such that aib′i − bia′i = 1, namely(

ai a′i
bi b′i

)
∈ SL2(K).

So that the following matrix(
ai a′i
bi b′i

) (
x x′

y y′

)−1

=

(
ai a′i
bi b′i

) (
y′ −x′

−y x

)
=

(
aiy′ − ya′i −aix′ + xa′i
y′bi − yb′i −x′bi + xb′i

)
∈ SL2(RS )

maps [x : y] to [ai : bi]. This concludes the case n = 1.
Let n ≥ 2 and (P0, P1, . . . , Pn−1) be a n-tuple with good reduction outside S .

By Lemma 1.1 we obtain for every distinct indexes i, j the following identity

xiy j − x jyi = ri, jui, j, (1.13)

where ui, j ∈ R∗S and ri, j ∈ R.
For all distinct indexes 0 ≤ i, j ≤ (n−1) we fix a possible values of ri, j ∈ R. For

each n-tuple (P0, P1, . . . , Pn−1), which verifies the identities (1.13), we associate
the following binary form of degree n

F(X,Y) =
∏

0≤i≤n−1

(xiX − yiY),

defining in this way a family of forms with discriminant

D(F) = u

 ∏
0≤i< j≤n−1

r2
i, j

 , (1.14)

where u is a variable S -unit.
Dirichlet unit Theorem states that the group of S -units R∗S is a finitely gen-

erated group of rank equal to |S | − 1. From this theorem it is easy to see that
there exists a finite set V ⊂ R∗S , of cardinality (2n − 3)|S |−1, such that every S -
unit is representable as product of a (2n − 2)-power of an S -unit and an element
ofV. Therefore, for every n-tuple (P0, P1, . . . , Pn−1) which satisfies the identities
(1.13), the unit u which appears in the equation (1.14) can be written as u = vλ2n−2

with v ∈ V and λ ∈ R∗S . Thus, if we replace the coordinates (x0, y0) of P0 with
(x0λ

−1, y0λ
−1), then we obtain a new binary form with discriminant v

∏
r2

i, j.
In other words, with an appropriate choice of coordinates, the n-tuples which sat-
isfy the identities (1.13), with fixed ri, j, define a family of binary forms of degree
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n with discriminant v
∏

r2
i, j for a suitable v ∈ V. The equivalence of binary forms

associated with n–tuples coincides with the equivalence of the corresponding un-
ordered n–tuples. By Birch and Merriman’ Theorem contained in [5] we know
that the number of classes of binary forms of degree n with fixed discriminant
v
∏

r2
i, j is finite. Now the proof follows from the finiteness of the sets V and

R. �

If K = Q, then it is clear that R = {1}. Moreover it is easy to determine the
set V for every given set S . Therefore, in this case, the previous proof becomes
effective by using the Evertse and Győry’s result obtained in [10].

1.4 A bound for cycle lengths for rational maps
This section is dedicated to prove the Morton and Silverman’s bound for cycle
lengths for rational maps with good reduction outside S . The proofs contained in
this section are the same ones contained in [22], [23].

Morton and Silverman in [23] describe a general theory of multiplicity for
periodic points on smooth projective varieties, obtaining some significant results
that they use in [22] to obtain the bound that we shall use in the next chapters.

Let X/K be a smooth projective variety, actually in this thesis we are interested
to case when X = P1, andΦ is an endomorphism of X defined over K. Morton and
Silverman use intersection theory to assign a multiplicity to each periodic point.
We recall that a point P ∈ X is a n-periodic point for a rational mapΦ ifΦn(P) = P
and we say that P is a primitive n-periodic point if n is the minimal period of P.

Let
∆(X) ⊂ X × X

be the diagonal and let

Γ(Φ) = {(x,Φ(x)) | x ∈ X} ⊂ X × X

be the graph of Φ. We say that a map Ψ is non-degenerate if ∆(X) and Γ(Ψ)
intersect properly. Of course, a morphism of P1 is non-degenerate if and only if
it is not the identity map. We suppose that Φn is non-degenerate. Therefore we
consider the intersection of ∆(X) and Γ(Φn), denoted by ∆(X) · Γ(Φn), as cycles
on the product X × X. For more information about general intersection theory see
[16]. Morton and Silverman define the cycle of n-periodic point of Φ

Zn(Φ) B π1(∆(X) · Γ(Φn))
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which is the zero-cycle obtained taking the sum of the first coordinates , with their
multiplicities, of the intersection of ∆(X) and Γ(Φ). Therefore, denoting with
aP(Φ, n) the above multiplicity of a point P, it follows that

Zn(Φ) =
∑
P∈X

aP(Φ, n)P.

For all P ∈ X, it is clear that aP(Φ, n) ≥ 0 and aP(Φ, n) ≥ 1 if and only if P is a
n-periodic point for Φ. We define the cycle of formal n-periodic points of Φ in the
following way:

Z∗n(Φ) =
∑
d|n

µ
(n
d

)
Zd(Φ), (1.15)

where µ is the Möbius function. Of course it contains all the primitive n-periodic
points of Φ but it can also contain non primitive n-periodic points. For example,
see Z∗2(Φ) with Φ([X : Y]) = [X2 − XY : Y2]. From the definition it is not clear
that Z∗n(Φ) is an effective zero-cycle. Namely, writing

Z∗n(Φ) =
∑
P∈X

a∗P(Φ, n)P,

it is not clear if a∗P(Φ, n) ≥ 0 for all P ∈ X. Morton and Silverman conjectured
that:

Conjecture 1.1. Let Φ : X → X be a morphism of a non-singular projective va-
riety X to itself, and suppose that Φn is non-degenerate. Then the cycle Z∗n(Φ) of
formal n-periodic points for Φ is an effective zero cycle.

They proved this conjecture when Φ is an automorphism of a n-dimensional
projective space [23, Theorem 2.1.] and when X has dimension 1 and Φ is a
morphism of degree ≥ 2 [23, Proposition 3.2.]. Now we prove this last result by
giving the same proof contained in [23, §3].

Let X be a smooth curve. If P ∈ X is a fixed point for a rational map Ψ, then it
defines a map from the cotangent space of X at P to itself

(Ψ)∗ : ΩP(X)→ ΩP(X).

Since ΩP(X) is one dimensional, (Ψ)∗ is the multiplication by a scalar which is
denoted by (Ψ)′(P). In the case X = P1, for every rational map Ψ : P1 → P1,
associating in the canonical way the rational function ψ ∈ K(z), it results that
(Ψ)′(P) = (ψ)′(P), for each point P different from the point at infinity [1 : 0].
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In the theory of dynamical system (ψ)′(P) is called the multiplier of Φ at P. We
have committed an abuse of notation because we have used P to denote a point of
P1(K) and the relative rational number of K. It is clear that this is not a problem
if P , [1 : 0]. Otherwise if P = [1 : 0] we take ω = 1/z a local uniformizing
parameter for z near ∞. Then the derivative of ω 7→ 1/ψ(1/ω) at ω = 0 is equal
to limit of 1/ψ′(z) as z→ ∞. For example for every c ∈ K∗, if ψ(z) = cz then∞ is
a fixed point for ψ with multiplier 1/c.

Lemma 1.2 (Lemma 3.4 [23]). Let K be a field, let X/K be a smooth projective
curve, and let Φ : X → X be a non-constant morphism defined over K such that
Φn is non degenerate. Suppose that P ∈ X is a fixed point of Φ.

(a) aP(Φ, n) ≥ aP(Φ, 1) for all n ≥ 1.

(b) aP(Φ, n) > aP(Φ, 1) if and only if one of the following two conditions is true:

(i) aP(Φ, 1) = 1 and Φ′(P)n = 1.

(ii) aP(Φ, 1) ≥ 2 and n = 0 in K, in which case aP(Φ, n) ≥ 2aP(Φ, 1) − 1.

Proof. To ease notation, we denote a = aP(Φ, 1). Of course a > 0 since P is a
fixed point of Φ. Let OP be the ring of regular functions at P. Let z ∈ OP be a
uniformizer at P (i.e. z vanishes to exact order one at P). Since P is a periodic
point for Φ and a is the intersection index of ∆(X) and Γ(Φ) at the point (P, P), we
can write

z ◦ Φ = z + zag (1.16)

where g ∈ OP with g(P) , 0. Note that this holds, locally around P, since non-
degeneracy of Φn which tells us that z ◦ Φ , z. we shall write O(zk) to indicate a
function that vanishes to order at least k at P. In this way (1.16) becomes z ◦ Φ =
z + O(za) and by induction on i we deduce that

z ◦ Φi = z + O(za) (1.17)

for all i ≥ 1. In particular for n

aP(Φ, n) = ordP(z ◦ Φn − z) ≥ a = aP(Φ, 1)

which proves the part (a).
Now we prove part (b), beginning with the case aP(Φ, 1) = 1. Morton and

Silverman, with the following argument, relate the value of aP(Φ, n) to the value
of (Φ′(P))n. By the assumption aP(Φ, 1) = 1 there exists a function G ∈ OP
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such that z ◦ Φ = zG and G(P) , 1. Since z is a uniformizer at P, with an easy
calculation we get to

Φ′(P) = G(P).

By induction on n it results that

z ◦ Φn = z
n−1∏
i=0

G ◦ Φi.

Since P is a periodic point for Φ we have that

n−1∏
i=0

G ◦ Φi(P) = G(P)n.

By the last three identities(
z ◦ Φn − z

z

)
(P) =

 n−1∏
i=0

G ◦ Φi(P)

 − 1 = G(P)n − 1 = Φ′(P)n − 1.

Therefore aP(Φ, n) ≥ 2 if and only if Φ′(P)n = 1. This proves Lemma 1.2 in the
case when aP(Φ, 1) = 1.

Now, let aP(Φ, 1) = a ≥ 2, hence 2a − 1 > a. From (1.17), by linearity, it
follows that for all power series, in particular for g

g ◦ Φi = g + O(za). (1.18)

Using (1.16) and (1.18), by induction on n it results that

z ◦ Φn = z + za
n−1∑
i=0

g ◦ Φi + O(z2a−1)

= z + nzag + O(z2a−1).

Therefore
aP(Φ, n) = ordP(z ◦ Φn − z) = ordP(nzag + O(z2a−1))

which is equal to a if and only if n , 0 in K. If n = 0 in K then aP(Φ, n) ≥ 2a − 1.
�

At this point we are ready to show the proof of Proposition 3.2 of [23] which
proves Conjecture 1.1 when X is a curve and exactly states when a∗P(Φ, n) > 0.
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Proposition 1.3 (Proposition 3.2 [23]). Let K, X, Φ be as in Lemma 1.2. Fix a
point P ∈ X, and define integers m, p, r by

m =the minimal period of P for Φ (set m = ∞ if P is not a periodic point of Φ),

p =the characteristic of K,

r =the multiplicative period of (Φm)′(P) in K∗

(set r = ∞ if m = ∞ or if (Φm)′(P) is not a root of unity).

Then

(a) a∗P(Φ, n) ≥ 0 for all n ≥ 1.

(b) Let n ≥ 1. Then a∗P(Φ, n) ≥ 1 if and only if one of the following three
conditions is true:

(i) n = m.

(ii) n = mr. If r = 1, then a∗P(Φ, n) ≥ 2.

(iii) n = pemr for some e ≥ 1, in which case a∗P(Φ, n) ≥ 2e−1(aP(Φ,mr)−1).

Proof. Of course aP(Φ, n) ≥ 1 if and only if m|n. Therefore if m does not divide
n then for all integers d|n Φd(P) , P, hence aP(Φ, d) = 0 and a∗P(Φ, n) = 0; this
concludes the proof in the case in which P is not a n-periodic point.
Now we suppose that m divides n. Let us denote by N the integer n/m. In many
parts of Morton and Silverman’s proof, they use the previous Lemma 1.2. There-
fore they define

Ψ = Φm

so that P is a fixed point of Ψ and r = Ψ′(P). For all a, b ∈ N it is trivial that
aP(Φ, ab) = aP(Φb, a). Thus from this last identity we obtain

a∗P(Φ, n) =
∑
d|n

µ
(n
d

)
aP(Φ, d)

=
∑

d|n, m|d

µ
(n
d

)
aP(Φ, d)

=
∑

d|(n/m)

µ
( n
md

)
aP(Φ,md)

=
∑
d|N

µ
(N

d

)
aP(Ψ, d). (1.19)
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Now, before to consider a number of cases, we prove a relation between Ψ′(P)
and aP(Ψ, 1) = aP(Φ,m). Using the same notation of Lemma 1.2, being z a uni-
formizer at P, we obtain that

z ◦ Ψ = Ψ′(P)z + O(z2) (Taylor series)

locally around P. Thus

aP(Ψ, 1) = ordP(z ◦ Ψ − z) = ordP

[
(Ψ′(P) − 1)z + O(z2)

]
which proves that

aP(Ψ, 1) ≥ 2⇔ Ψ′(P) = r = 1. (1.20)

Case 1: N = 1. It happens when n = m. From (1.19), since N = 1, it follows
that a∗P(Φ, n) = aP(Ψ, 1) which is ≥ 1, since P is a fixed point for Ψ. If r = 1 then
we are in the case (ii). By (1.20) it follows that that a∗P(Φ, n) ≥ 2. This concludes
the proof in this case.

Case 2: r = 1, N > 1 and N , 0 in K. We are not in any of conditions (i),
(ii) and (iii) of part (b) thus we claim that a∗P(Φ, n) = 0. From N > 1, a standard
property of Möbius function states that∑

d|N

µ
(N

d

)
= 0.

Since r = 1, from (1.20) it follows that aP(Ψ, 1) ≥ 2. Furthermore it is clear that
every integer d|N is not zero in K. Therefore, applying the part (b) of Lemma 1.2
with Ψ instead of Φ and d instead of n, we deduce that aP(Ψ, d) = aP(Ψ, 1) for all
d|N. Using this last identity in (1.19), by the above property of Möbius function,
we see that a∗P(Φ, n) = 0. This concludes the proof in this case.

Case 3: r = 1, N = 0 in K. Let e be the positive integer such that N = peM
with p - M. With this notation (1.19) becomes

a∗P(Φ, n) =
e∑

i=0

∑
d|M

µ

(
N
pid

)
aP(Ψ, pid)

=

e∑
i=0

∑
d|M

µ

(
pe−iM

d

)
aP(Ψ, pid) (1.21)

Also in this case r = 1 so that (1.20) tells us that aP(Ψ, 1) ≥ 2. By part (a) of
Lemma 1.2 we deduce that aP(Ψ, pid) ≥ aP(Ψ, 1) ≥ 2 for all exponents i ≥ 0 and
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positive integers d|M. From this, applying Lemma 1.2 -part (b) with Ψpi
instead

of Φ and d instead of n, we obtain that aP(Ψ, pid) = aP(Ψ, pi), since d , 0 in
K. Using in (1.21) this last identity, by multiplicative property of the Möbius
function, it results

a∗P(Φ, n) =
e∑

i=0

∑
d|M

µ
(
pe−i

)
µ
(M

d

)
aP(Ψ, pi)

=

 e∑
i=0

µ(pe−i)aP(Ψ, pi)


∑

d|M

µ
(M

d

)
=

{
aP(Ψ, pe) − aP(Ψ, pe−1) if M = 1
0 if M ≥ 2. (1.22)

This proves part (a), since by a trivial application of Lemma 1.2 -part (a) it follows
that aP(Ψ, pe) ≥ aP(Ψ, pe−1).

By (1.22) a∗P(Φ, n) ≥ 1 if and only if aP(Ψ, pe) > aP(Ψ, pe−1) and M = 1.
This last identity is equivalent to n = pem = pemr, therefore now we have only to
prove the bound in (iii) of part (b). From aP(Ψpi

, 1) ≥ aP(Ψ, 1) ≥ 2, applying part
(ii)-(b) of Lemma 1.2 to the rational map Ψpi

with p instead of n, we obtain

aP(Ψ, pi+1) = aP(Ψpi
, p) ≥ 2aP(Ψpi

, 1)−1 = 2aP(Ψ, pi)−1 for all index i ∈ N (1.23)

Using i + 1-times (1.23) we prove that

aP(Ψ, pi+1) ≥ 2i+1(aP(Ψ, 1)) − 2i+1 + 1. (1.24)

From (1.22) and (1.23) with i = e − 1 it follows

a∗P(Φ, n) ≥ aP(Ψ, pe−1) − 1. (1.25)

If e = 1 the proof is finished. Otherwise using (1.24) with i = e − 2 in (1.25) we
deduce that

a∗P(Φ, n) ≥ 2e−1(aP(Ψ, 1) − 1) = 2e−1(aP(Φ,mr) − 1).

This concludes the proof in this case.
Case 4: N > 1 and aP(Ψ,N) = 1. Since P is a fixed point for Ψ, aP(Ψ, 1) ≥

1. Therefore for every d|N, from Lemma 1.2 it follows that 1 ≤ aP(Ψ, 1) ≤
aP(Ψ, d) ≤ aP(Ψ,N) = 1, so that aP(Ψ, d) = 1 for all d|N. Substituting this in
(1.19) we obtain

a∗P(Φ, n) =
∑
d|N

µ
(N

d

)
= 0,
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since N > 1 by assumption; this proves part (a) in this case. To prove part (b) we
have to show that

n < {m,mr, pemr}. (1.26)

Since aP(Ψ, 1) = 1 from (1.20) we deduce that r > 1. Moreover n , m since
N > 1. It is clear that if r = ∞ then (1.26) holds. Otherwise Ψ′ is an r-th primitive
root of unity. Assume that (1.26) holds, so that r|N. By Lemma 1.2 part (a) it
follows that

aP(Ψ,N) ≥ aP(Ψ, r).

Furthermore, by Lemma 1.2 part (b)-(i), applied to Ψ instead of Φ and r instead
of n, we have that

aP(Ψ, r) > aP(Ψ, 1) = 1.

The two last inequality state that aP(Ψ,N) > 1 which contradicts the assumption
aP(Ψ,N) = 1. This concludes the proof in this case.

Case 5: r > 1, N > 1 and aP(Ψ,N) ≥ 2. By the assumption r > 1 (1.20) states
that aP(Ψ, 1) = 1. From aP(Ψ,N) ≥ 2 it follows that aP(Ψ,N) > aP(Ψ, 1) = 1,
so that Lemma 1.2 part (i)-(b) tells us that Ψ′(P) is an N-th root of unity. Hence,
since by hypothesis Ψ′(P) is a primitive r-th root of unity, it results that r|N. Let

N = rM and Λ = Ψr.

We prove this case by proving that Proposition 1.3 holds for Λ and M instead of
Φ and n respectively. Indeed, since aP(Ψ, 1) = 1 and (Ψ′(P))r = 1, we can apply
Lemma 1.2, with Ψ and r instead of Φ and n respectively, obtaining

aP(Λ, 1) = aP(Ψ, r) ≥ 2 and aP(Ψ, d) = 1 if r - d. (1.27)

Repeating the argument which gives (1.20) with Λ instead of Ψ we see that
Λ′(P) = 1. Denoting by r(Λ) the period of Λ′(P) in K∗ we have that r(Λ) = 1.
In this way it results that Λ falls into one of the case 1, 2, 3 already treated, so
that Proposition 1.3 is true for Λ. More precisely, substituting M instead of n,
Proposition 1.3 states that a∗P(Λ,M) ≥ 0 and a∗P(Λ,M) ≥ 1 if and only if

M = 1, in which case aP(Λ,M) ≥ 2. (1.28)

M = pe for some e ≥ 1, in which case a∗P(Λ,M) ≥ 2e−1(ap(Λ, 1) − 1). (1.29)

Note that in this situation the minimal period of P for Λ and r(Λ) are equal to 1.
Hence, the case (1.28) represents both the parts (i) and (ii) of Proposition 1.3 and
the case (1.29) represents the part (iii).
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The next argument gives a relation between a∗P(Φ, n) and a∗P(Λ,M).
One can rewrite (1.19) in this way:

a∗P(Φ, n) =
∑

d|N, r-d

µ
(N

d

)
aP(Ψ, d) +

∑
d|(N/r)

µ
( N
dr

)
aP(Ψ, dr) (1.30)

By (1.27) ∑
d|N, r-d

µ
(N

d

)
aP(Ψ, d) =

∑
d|N, r-d

µ
(N

d

)
=

∑
d|N

µ
(N

d

)
−

∑
d|(N/r)

µ

(
N/r
d

)

=

−1 if N = r (i.e. M = 1)
0 if N > r (i.e. M > 1).

(1.31)

The other sum, since M = N/r, becomes∑
d|(N/r)

µ
( N
dr

)
aP(Ψ, dr) =

∑
d|M

µ
(M

d

)
aP(Λ, d)

= a∗P(Λ,M). (1.32)

Substituting (1.31) and (1.32) in (1.30) we obtain

a∗P(Φ, n) =

a∗P(Λ,M) − 1 if M = 1
a∗P(Λ,M) if M > 1.

(1.33)

Using Proposition 1.3, applied to Λ and M as above, (1.33) tells us that a∗P(Φ, n) ≥
0 so part (a) is proved also in this case.

If M = 1 then n = mr and again from (1.28) and (1.33) we deduce that

a∗P(Φ, n) = a∗P(Λ,M) − 1 ≥ 1.

Since in this case r > 1, it is not necessary to prove that a∗P(Φ, n) ≥ 2.
Suppose now that M > 1. If M is not a power of p, then n does not fall in

one of the cases listed in part (b). In this situation Proposition 1.3 applied to Λ
(see (1.28)(1.29)) tells us that a∗P(Λ,M) = 0 and, again from (1.33), we deduce
that a∗P(Φ, n) = 0, as it is stated in part (b). Finally we suppose that M = pe for
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some integer e, which is equivalent to n = pemr. Again from (1.33) and (1.29) it
follows that

a∗P(Φ, n) = a∗P(Λ,M) ≥ 2e−1(ap(Λ, 1) − 1)

By definition of Λ and Ψ

a∗P(Φ, n) ≥ 2e−1(ap(Φmr, 1) − 1) = 2e−1(ap(Φ,mr) − 1).

From this the proof of this case is finished as well as the proof of Proposition
1.3. �

Proposition 1.3 is the main tool to prove the bound[
12(s + 1) log(5(s + 1))

]8s (1.34)

given by Morton and Silverman for cycle lengths for rational maps with good re-
duction outside S (recall that s = |S | and 2s ≥ [K : Q]). In Proposition 1.3 it
is required that Φn is non-degenerate. In P1(K) this condition is simply verified
by asking that Φ is not an automorphism of P1(K). Therefore, before to prove
the bound (1.34), for rational maps of degree ≥ 2, as proved by Morton and Sil-
verman, we present an elementary argument which prove that the bound (1.34) is
valid also in the case of automorphisms.

Proposition 1.4. Let Φ be an automorphism of K. If the orbit of P under Φ is
finite, then its cardinality is ≤ 2 + 16s2. In particular (1.34) holds.

Proof. Of course the orbit of P under Φ is finite if and only if P is a periodic point
for Φ. If a point of P1(K) is a periodic point for Φ ∈ PGL2(K), with minimal
period n ≥ 3, then Φn is the identity automorphism of P1(K). In general we prove
that if Φ ∈ PGL2(K) has order n, then

n ≤ 2 + 4[K : Q]2 ≤ 2 + 16s2. (1.35)

since 2s ≥ [K : Q].
We choose a matrix A ∈ GL2(K) which represents Φ. Since An is a scalar

matrix, we have that A is conjugated to a diagonal matrix

D =
(
λ 0
0 µ

)
,

where λ and µ belong to an extension L of degree at most 2 of K. The auto-
morphism in PGL2(K) defined by D has order n; therefore λµ−1 ∈ L is an n-th
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primitive root of unity and [Q(λµ−1) : Q] divides [L : Q]. It is an elementary fact
that [Q(λµ−1) : Q] = ϕ(n), where ϕ is the Euler’s function. Thus ϕ(n) ≤ 2[K : Q].
Using the rough lower bound n − 2 ≤ ϕ(n)2, we prove (1.35). Of course

2 + 16s2 <
[
12(s + 1) log(5(s + 1))

]8s

holds for every positive integer s. This concludes the proof �

The next theorem shows that the bound (1.34) holds for rational maps of de-
gree ≥ 2; the proof here presented contains some parts of the proofs of [23, The-
orem 4.1], [22, Theorem 1.1] and [22, Corollary].

Theorem 1.4. Let Φ : P1 → P1 be a rational map defined over K of degree ≥ 2
with good reduction outside S . Let P ∈ P1(K) be a periodic point for Φ with
minimal period n.

(A) Let p < S and let p be the rational prime contained in p. Then n has the form
n = n′n′′pe for integers n′, n′′ ≥ 1 e ≥ 0 satisfying

n′ ≤ #K(p) + 1 and n′′ | #K(p) − 1.

(B)
n <

[
12(s + 1) log(5s + 5)

]8s (1.36)

Proof. For all p < S , let P̃ ∈ P1(K(p)) be the reduction modulo p of P. Of course
it is a n-periodic point for Φ̃. Let L the finite extension of K which contains all
the n-periodic points of Φ. L can be K itself. Let b a prime ideal of L lying over
p. Of course the reduction modulo b of P still is P̃. For every d|n let Φd([X :
Y]) = [Fd(X,Y) : Gd(X,Y)] with the usual condition that Fd,Gd ∈ K[X,Y] are
with same degree, with no common factors and such that Fd,Gd have coefficients
in Rp and that at least one coefficient is in R∗p. Since Φd has good reduction at p,
Φ̃d = [F̃d(X,Y) : G̃d(X,Y)] is the rational map associate to Φd in Definition 1.1.
Let us consider the set of roots with multiplicities of the equation

YFd(X,Y) − XGd(X,Y) = 0 in P1(L)

and the set of roots with multiplicities of the equation obtained by reduction mod-
ulo b (or equivalently by reduction modulo p) of the previous one

YF̃d(X,Y) − XG̃d(X,Y) = 0 in P1(L(b)).
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It is easy to see that

aP̃(Φ̃, d) =
k∑

i=0

aQi(Φ, d) (1.37)

where the set {Q0, . . . ,Qk} is the set of all the n-periodic points of P1(L) forΦ such
that their reduction modulo b is equal to P̃. Now from the definition of cycle of
formal n-periodic points (1.15) it follows

a∗P̃(Φ̃, n) =
∑
d|n

µ
(n
d

)
aP̃(Φ̃, d)

=
∑
d|n

µ
(n
d

) k∑
i=0

aQi(Φ, d) from (1.37)

=

k∑
i=0

∑
d|n

µ
(n
d

)
aQi(Φ, d)

=

k∑
i=0

a∗Qi
(Φ, n).

Since P ∈ {Q0, . . . ,Qk} and a∗P(Φ, n) = aP(Φ, n) > 0 (since P is a primitive n-
periodic point), we have that a∗

P̃
(Φ̃, n) > 0.

Now we apply the part (b) of Proposition 1.3 to Φ̃ : P1 → P1 defined over K(p).
The integer n′ is instead of m the minimal period of P̃, thus n′ ≤ |P1(K(p))| =
#K(p) + 1, and the integer n′′ is instead of r; it is the order of an element of the
multiplicative group K(p)∗, therefore n′′|(#K(p) − 1). This proves the part (A).

Now we prove part (B). Let p1, p2 < S be two distinct prime ideals. For all
i ∈ {1, 2}, let pi be the rational prime contained in pi. Part (A) tells us that

n = n′(pi)n′′(pi)pe(pi)
i

with n′(pi) ≤ #K(pi)+1, n′′(pi)|#(K(pi)−1) and a suitable integer e(pi) ≥ 0. Being
p1 and p2 coprime it follows that

n ≤ n′(p1)n′′(p1)n′(p2)n′′(p2) ≤ (#K(p1)2 − 1)(#K(p2)2 − 1).

We suppose that p2 > p1, from |#K(p1)| ≤ p[K:Q]
i it follows

n < p4[K:Q]
2 . (1.38)
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Since S includes all archimedean places, it contains at most s − 1 prime ideals.
Therefore we can choose p2 at most the (s + 1)-th rational prime.
Now using in (1.38) the bound given in [1, Theorem 4.7] we obtain (1.36), since
2s ≥ [K : Q]. �





Chapter 2

Finiteness results for cycles

2.1 Introduction
The main results of this chapter are reproduced in [6]. They are a generalization
to rational maps of the theorems proved by Halter-Koch and Narkiewicz in [13]
about polynomials which we have briefly described in the introduction of this
thesis. In particular, in this chapter we shall prove the following corollary. Recall
that in all part of this thesis we use the notation set at the beginning of section
§1.2. In particular K is a fixed number field and S a finite set of places of K
containing all the archimedean ones.

Corollary 2.1. Let P0, P1 ∈ P1(K) be two given points. The number of inequiv-
alent cycles for rational maps with good reduction outside S which admit P0, P1

as consecutive points is finite. Furthermore there exist an uniform bound for this
number, which does not depend on the choice of the points P0, P1.

The definition of equivalent cycles is the same as the one given for ordered
n-tuples (see Definition 1.2). Note that given two points P0, P1, there could exist
infinitely many orbits of the form (P0, P1, . . . , Pn−1). In fact if the ordered n-tuple
(P0, P1, . . . , Pn−1) is an orbit for a rational map Φ with good reduction outside S ,
then for all automorphisms of P1(K)

A ∈ Stab({P0, P1}) = {M ∈ PGL2(RS ) | M(P0) = P0,M(P1) = P1}

we have that the tuple (P0, P1, . . . , A(Pi), . . . , A(Pn−1)) is an orbit for the rational
map A ◦ Φ ◦ A−1 which still has good reduction outside S . In general if R∗S is
infinite, then Stab({P0, P1}) is an infinite group.
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Using the definition stated by Halter-Koch and Narkiewicz in [13], we say
that two polynomial cycles (x0, x1, . . . , xn−1) and (y0, y1, . . . , yn−1) are equivalent if
there exist an S -integer a ∈ RS and an S -unit ε ∈ R∗S such that yi = a + εxi, for
every index i. The definition of equivalent cycles for rational maps is the canonical
generalization of the one just stated for polynomials.

Theorem 2 in [13], applied to the ring of S -integers RS , states that there ex-
ist only finitely many inequivalent cycles in RS for polynomial maps in RS [z] of
degree ≥ 2. In this chapter (Theorem 2.2) we prove that this result cannot be
extended to rational maps with good reduction outside S .

2.2 Preliminaries
To obtain the finiteness results that we will show in the next section we need some
preliminary results. The first two are elementary but very important for the proofs
shown in the sequel. They are contained in [23] and state:

Proposition 2.1.

δp(P1, P3) ≥ min{δp(P1, P2), δp(P2, P3)} for all P1, P2, P3 ∈ P1(K).

Proposition 2.2. Let Φ : P1 → P1 be a rational map defined over K which has
good reduction at the prime ideal p. Let P ∈ P1(K) be a periodic point for Φ with
minimal period n. Then

(a) δp (Φi(P),Φ j(P)) = δp (Φi+k(P),Φ j+k(P)) for every i, j, k ∈ Z

(b) Let i, j ∈ Z such that gcd(i − j, n) = 1. Then

δp (Φi(P),Φ j(P)) = δp (Φ(P), P).

For all integers t < 0 we take Φt(P) equal to the value Φmt(P) where mt ∈ N is the
smaller integer such that n|(mt − t).

The congruence property used in the papers of Narkiewicz, Halter-Koch and
Pezda (see [13], [24], [25], [27]), about polynomials, are generalized to rational
maps by Proposition 2.2.

The part (a) of Proposition 2.2 is a simple application of the following Propo-
sition 2.3. We show the proof of this result, presented by Morton and Silverman in
[23, Proposition 5.2], because this represents the fundamental congruence prop-
erty, concerning the rational maps with good reduction outside S , used in this
thesis.
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Proposition 2.3. Let Φ : P1 → P1 be a rational map defined over K. Then for all
prime ideals p of good reduction for Φ

δp(Φ(P1),Φ(P2)) ≥ δp(P1, P2) for all P1, P2 ∈ P1(K).

Proof. We write Φ([X : Y]) = [F(X,Y) : G(X,Y)] where F,G ∈ R
[
x, y

]
have no

common factors and are homogeneous of the same degree. We use the canonical
notation for p-adic absolute value

|α|p = exp
(
−vp(α)

)
. (2.1)

We can choose the coefficients of F and G in Rp such that |F,G|p = 1. Moreover
for every point P = [x : y] ∈ P1(K) we shall choose x, y ∈ Rp such that |x, y|p =
max{|x|p, |y|p} = 1. By our assumption on coefficients of F and G, sinceΦ has good
reduction at p, it result that |Res(F,G)|p = 1. As already observed in (1.5) in the
proof of Theorem 1.2, there exist four homogeneous polynomials h1, h2, h3, h4 ∈

Rp[X,Y] of degree equal to d − 1 such that

Fh1 +Gh2 = Res(F,G)X2d−1; Fh3 +Gh4 = Res(F,G)Y2d−1. (2.2)

Let Pi = [xi : yi] for all i ∈ {1, 2}; from (2.2) we get

|Res(F,G)|p = |Res(F,G)x2d−1
i ,Res(F,G)y2d−1

i |p since |xi, yi|p = 1

= |(Fh1 +Gh2)(xi, yi), (Fh3 +Gh4)(xi, yi)|p by (2.2)

≤ max1≤k≤4{|hk(xi, yi)|p}|F(xi, yi),G(xi, yi)|p by triangle inequality

≤ |h1, h2, h3, h4|p|xi, yi|
d−1
p |F(xi, yi),G(xi, yi)|p by triangle inequality

≤ |F(xi, yi),G(xi, yi)|p since |h1, h2, h3, h4|p ≤ 1 and |xi, yi|p = 1

Using (2.1), from |Res(F,G)|p = 1 and the last inequality, we obtain

0 = vp(Res(F,G)) ≥ min{vp(F(xi, yi)), vp(G(xi, yi))} ≥ 0 for all i ∈ {1, 2}

Thus

δp(Φ(P1),Φ(P2)) = vp(F(x1, y1)G(x2, y2) − F(x2, y2)G(x1, y1)) (2.3)

Now we consider the polynomial

F(X1,Y1)G(X2,Y2) − F(X2,Y2)G(X1,Y1) ∈ Rp[X1,Y1, X2,Y2].
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It is bihomogeneous of bidegree (d, d) and it vanishes identically on the diagonal
X1Y2 = X2Y1 in P1 × P1. Therefore there exists a bihomogeneous polynomial
Ψ ∈ Rp[X1,Y1, X2,Y2] such that the polynomial identity

F(X1,Y1)G(X2,Y2) − F(X2,Y2)G(X1,Y1) = (X1Y2 − X2Y1)Ψ(X1,Y1, X2,Y2) (2.4)

holds. Substituting in (2.4) the values x1, y1, x2, y2, we obtain that

δp(P1, P2) = vp(x1y2 − x2y1) by |x1, y1|p = |x2, y2|p = 1
≤ vp(F(x1, y1)G(x2, y2) − F(x2, y2)G(x1, y1)) from (2.4)
= δp(Φ(P1),Φ(P2)) from (2.3).

�

Actually, [23, Proposition 5.2] states the stronger result: for any non zero
prime ideal p and for all P1, P2 ∈ P1(K)

δp(Φ(P1),Φ(P2)) ≥ δp(P1, P2) − 2vp(Disc(Φ)).

But as it was observed at the end of §1.2, Φ has good reduction at p if and only if
vp(Disc(Φ)) = 0.

Another important argument which we shall frequently use is the fact that
S -unit equations of the type

a1x1 + a2x2 + . . . + anxn = 1, (2.5)

where ai ∈ K∗, have only a finite number of non-degenerate solutions

(x1, x2, . . . , xn) ∈ (R∗S )n.

A solution is called non-degenerate if no subsum vanishes (i.e.
∑

i∈I aixi , 0 for
every nonempty subset I ( {1, 2, . . . , n}).
In other words: the equation X1 + X2 + . . . + Xn = 1 has only a finite number of
non-degenerate solutions (X1, . . . , Xn) ∈ Kn with vp(Xi) fixed for every index i and
for every p < S .

This equation has been widely studied in the literature. For n = 2, the first
proof of the finiteness of solutions of equation (2.5) is due to C.L. Siegel [32] in
the particular case that S contains only the archimedean places. After him, K.
Mahler studied the case K = Q and a generic finite set S of places of Q containing
the archimedean one. Later, in 1960 S. Lang extended Mahler’s result to arbitrary
fields K of characteristic 0 and solutions in any group Γ ⊂ K∗ of finite rank.
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A. Baker, by his studies on linear forms in logarithms, gave an effective results
with n = 2. For a quantitative result see [8] in which J.H. Evertse, studying the
case where K is a number field of degree d over Q, found that the number of all
solutions is bounded by ≤ 3 · 7d+2s. Note that this upper bound depends only on
s = #S and d = [K : Q]. Since S includes all archimedean places of K, it is clear
that s ≥ d/2. Hence the Evertse’s bound becomes 3 ·74s which depends only on s.

For the general case n ≥ 2, A. J. van der Poorten and H. P. Schlickewei in [35]
and J. H. Evertse in [9] proved independently that the set of solutions is finite. But
both proofs are non effective. The best quantitative result is due to J. H. Evertse
[11]. He found that the number of all non-degenerate solutions to equation (2.5)
is at most 235n4 s.

Now we present two lemmas which are proved applying Siegel’s Theorem on
S -integral points on curves; the proof of this important result, for example, is con-
tained in [31, Chapter 7]. More precisely, we use the finiteness of S -integral points
on elliptic curves, which can be also proved using the S -unit equation Theorem;
see [17, Theorem D.8.3].

Lemma 2.1. Let D, E ∈ K∗ be fixed. Given the equation

y2 = Du + Ev, (2.6)

the set {
[u : v : y2] ∈ P2(K) | (u, v, y) ∈ R∗S × R∗S × RS is a solution of (2.6)

}
is finite. Also the subset of R∗S defined by{u

v
| u, v ∈ R∗S satisfy (2.6) for a suitable y ∈ RS

}
(2.7)

is finite. The same assertion holds for the set of principal ideals of RS defined by

{yRS | y satisfies (2.6) for suitable u, v ∈ R∗S }. (2.8)

Moreover the finiteness of the last set is valid also in the case DE = 0.

Proof. Dirichlet unit Theorem states that the group of S -units R∗S is a finitely
generated group of rank equal to |S | − 1. From this theorem it is easy to see that
there exists a finite set W ⊂ R∗S such that for every u ∈ R∗S there exist ū ∈ R∗S and
w ∈ W such that u = wū6.
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Let DE , 0 and let y be an integer which satisfies (2.6) for suitable u, v ∈ R∗S ;
then there exist ū, v̄ ∈ R∗S and w1,w2 ∈ W such that

y2 = Dw1ū6 + Ew2v̄6. (2.9)

Consider the elliptic curve defined by the equation Y2 = Dw1X3 + Ew2; (2.9) tells
us that (ū2/v̄2, y/v̄3) is an S -integral point on the elliptic curve. Now, the finiteness
of S -integral points on elliptic curve (Siegel’s Theorem) and the finiteness of the
set W prove the lemma in this case since

y2

v
=

1
w2

( y
v̄3

)2
and

u
v
=

w1

w2

(
ū2

v̄2

)3

. (2.10)

If DE = 0, e.g. E = 0, then it is trivial that y2RS = DRS . This concludes the
proof. �

Lemma 2.2. Let D, E ∈ K and w ∈ R∗S be fixed. Given the equation

y2w = D2u2 + DuEv + E2v2, (2.11)

the set of ideals of RS defined by

{yRS | (u, v, y) ∈ R∗S × R∗S × RS is a solution of (2.11)}

is finite and does not depend on w.

Proof. If DE = 0 the lemma is trivial. Therefore we suppose that DE , 0.
Without less of generality we can suppose that D and E are integers. Indeed, if
they are not, then we can choose an integer F, depending only on D and E, such
that FD, FE ∈ RS and replace y2 with F2y2 in (2.11).
Suppose that (u, v, y) ∈ R∗S × R∗S × RS is a solution of (2.11). Denoting by ζ and ζ̄
the primitive third roots of unity, equation (2.11) becomes

y2w = (Du − ζEv)(Du − ζ̄Ev). (2.12)

Of course the elements (Du − ζEv) and (Du − ζ̄Ev) are algebraic integers of the
extension K(ζ)/K with the property that

(Du − ζEv) − (Du − ζ̄Ev) = (ζ̄ − ζ)Ev.

Let T be the ring of algebraic integers of K(ζ) and let S̄ be the finite set of all
places of K(ζ) which lie over any place of K contained in S . Moreover we can
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enlarge S̄ to a finite set of places such that the set TS̄ of S̄ -integers in K(ζ) is
a unique factorization domain and such that (ζ̄ − ζ)E is an element of the set
T ∗S̄ of S̄ -units in K(ζ). From this choice of S̄ we obtain that (Du − ζEv) and
(Du − ζ̄Ev) are coprime TS̄ -integers. Therefore by (2.12), after multiplication by
a unit, (Du − ζEv) and (Du − ζ̄Ev) are squares in TS̄ . For example, let us write
(Du − ζEv) = tȳ2 with a suitable t ∈ T ∗S̄ and ȳ ∈ TS̄ . Applying the Lemma 2.1 to
the equation ȳ2 = Du/t − ζEv/t, in particular the finiteness of set (2.7), one easily
deduces that there exists a finite set U ⊂ T ∗S̄ , such that for every u, v ∈ T ∗S̄ which
satisfy (2.11) u/v ∈ U.
Since R∗S ⊂ T ∗S̄ the last statement is true also when we consider u, v ∈ R∗S . The
proof follows by observing that

(yRS )2 =
y2w
v2 RS =

(
D2 u2

v2 + DE
u
v
+ E2

)
RS

�

2.3 Some finiteness results for inequivalent cycles
Given two points P,Q ∈ P1(K) we define the ideal

I(P,Q) :=
∏
p<S

p
δp(P,Q). (2.13)

From definition of δp it follows that I(P,Q) is characterized by the property that
P ≡ Q (mod I(P,Q)) and that for every ideal I such that P ≡ Q (mod I) one has
I | I(P,Q). To every n-tuple (P0, P1, . . . , Pn−1) we can associate the (n − 1)-tuple
of ideals (I1,I2, . . . ,In−1) defined by

Ii :=
∏
p<S

p
δp(P0,Pi) = I(P0, Pi). (2.14)

Therefore if the n-tuple (P0, P1, . . . , Pn−1) has good reduction outside S , then the
(n− 1)-tuple (I1,I2, . . . ,In−1) of ideals defined by (2.14) is equal to (RS , . . . ,RS ).
Furthermore if the n-tuples (P0, . . . , Pn−1) and (Q0, . . . ,Qn−1) are equivalent, then
the (n − 1)-tuples (I1,I2, . . . ,In−1) of ideals defined by (2.14) coincide.
The Proposition 2.2, in terms of the ideal defined in (2.13), states that for any cycle
(P0, P1, . . . , Pn−1), for maps with good reduction outside S , and for all indexes i, k,
the ideals I(P0, Pi) and I(Pk, Pk+i) are equal. Moreover if k and n are coprime,
then the ideals I(P0, Pk) and I(P0, P1) are equal.

This section is dedicated to prove the following:
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Theorem 2.1. There exists a finite set IS of ideals of RS with the following prop-
erty: for every cycle (P0, P1, . . . , Pn−1) for a rational map with good reduction
outside S , let (I1,I2, . . . ,In−1) be the associated (n − 1)-tuple of ideals; then

IiI
−1
1 ∈ IS

for every index i ∈ {1, . . . , n − 1}.

The proof of Corollary 2.1 will be a direct consequence of Theorem 2.1 by ap-
plying the result obtained by Birch and Merriman in 1972 [5]. Another application
of Theorem 2.1 will be the following:

Corollary 2.2. There exists a finite setN of tuples such that every cycle in P1(K),
for a rational map with good reduction outside S , can be transformed by an auto-
morphism in PGL2(K) in a tuple in N .

By definition of good reduction for a map, it is clear that any rational map,
with good reduction outside S , has good reduction outside every set of places
containing S . Therefore we can enlarge S to a finite set S so that RS is a P.I.D..
Note that the cardinality of a minimum enlarged set, with the above property, is
bounded by s + hS − 1, where hS is the class number of RS . To see this suppose
that all prime ideals are principal, then it is trivial that RS is a P.I.D.; otherwise
take a prime ideal which is not principal, of course it is contained in an ideal class
which is not the trivial one. We add this prime ideal to S , obtaining a larger set S ′.
It is clear that the new ring RS ′ has class number hS ′ < hS ; by inductive method it
results that to obtain a P.I.D. it suffices to add to S a number of prime ideals ≤ hS −

1. Another way to prove this last fact is to apply the “Dirichlet’s Theorem”about
the uniform distribution of the prime ideals among the ideal classes [20, Chapter
8].

Since RS is a principal domain, we can adopt the convention that any point
Pi ∈ P1(K) will be represented by coprime S-integral homogeneous coordinates
[xi : yi]. By this convention for all prime ideals p < S and all points P1, P2 ∈ P1(K)
it follows that δp(P1, P2) = vp(x1y2 − x2y1). Now we prove an elementary lemma
which states part (a) of Proposition 2.2 in a form which will be useful in the
sequel:

Lemma 2.3. For every cycle (P0, P1, . . . , Pn−1), for rational maps with good re-
duction outside S, and for every i, j ∈ Z there exist an S-unit u j, j+i ∈ R∗S such that

(x jy j+i − x j+iy j) = (x0yi − xiy0)u j, j+i. (2.15)
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Proof. Part (a) of Proposition 2.2 asserts that, for every prime ideal p < S and
for every couple of indexes i, j ∈ Z, we have that δp(P j, P j+i) = δp(P0, Pi). By
the convention assumed on the choice of homogeneous coordinates for points in
P1(K), the last identity becomes vp(x jy j+i − x j+iy j) = vp(x0y j − x jy0). Hence

u j, j+i =
x jy j+i − x j+iy j

x0yi − xiy0
∈ R∗S

which completes the proof �

Lemma 2.4. For every cycle (P0, P1, . . . , Pn−1) in P1(K), for rational maps with
good reduction outside S, and for every prime ideal p < S the following properties
hold:

1. For all indexes j ∈ {0, 1, . . . , n − 1}, i . 0 (mod n) we have δp(P j, P j+i) ≥
δp(P0, P1), or equivalently

Ci B
x0yi − xiy0

x0y1 − x1y0
∈ RS (2.16)

and
x jy j+i − x j+iy j = Ciu j, j+i(x0y1 − x1y0), (2.17)

where u j, j+i ∈ R∗S.

2. Let P0 =
[
x0 : y0

]
and P1 =

[
x1 : y1

]
be the first and the second point of the

cycle (P0, P1, . . . , Pn−1). The matrix A ∈ GL2(K)

A =


−y0

x0y1 − x1y0

x0

x0y1 − x1y0

y1

x0y1 − x1y0

−x1

x0y1 − x1y0

 (2.18)

maps the vector (x0, y0) to (0, 1) and the vector (x1, y1) to (1, 0). For any
index k, if (x̄k, ȳk)t = A(xk, yk)t, then for all indexes j ∈ {0, 1, . . . , n−1}, i . 0
(mod n) the following identities hold

x̄ jȳ j+i − x̄ j+iȳ j = −Ciu j, j+i, (2.19)

where u j, j+i is the S-unit defined in part 1. Furthermore for every index
k > 1

(x̄k, ȳk) =
(
Ck,−Ck−1u1,k

)
. (2.20)
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3. If i, j > 0 are coprime integers, then

min{δp(P0, Pi), δp(P0, P j)} = δp(P0, P1) (2.21)

and
min{vp(Ci), vp(C j)} = 0 (2.22)

for every prime ideal p < S.

Proof. 1. The p-adic distance satisfies the triangle inequality (Proposition 2.1).
Therefore it follows that

δp(P j, P j+i) ≥ min{δp(P j, P j+1), . . . , δp(P j+i−1, P j+i)}
= δp(P0, P1) by Proposition 2.2

(2.23)

for all indexes j ∈ {0, 1, . . . , n − 1}, i . 0 (mod n). Thus, by the choice of coprime
homogeneous coordinates for every points of P1(K) we have that

vp(x0yi − xiy0) = δp(P0, Pi) = δp(P j, P j+i) by Proposition 2.2
≥ δp(P0, P1) by (2.23)
= vp(x0y1 − x1y0)

so that (2.16) is proved. Note that C1 = 1. The identity (2.17) follows from (2.15)
and (2.16). Of course if j = 0 then u j, j+i = 1 for all positive indexes i.

2. Let A be the matrix defined in (2.18). It is an easy computation to see
that A(x0, y0)t = (0, 1)t and A(x1, y1)t = (1, 0)t. For every index k, denoting by
(x̄k, ȳk)t = A(xk, yk)t, it follows that

x̄ jȳ j+i − x̄ j+iȳ j = det(A)(x jy j+i − x j+iy j) = −
x jy j+i − x j+iy j

x0y1 − x1y0

for all indexes j ∈ {0, 1, . . . , n − 1}, i . 0 (mod n). Using (2.17) in the last identity
we obtain (2.19).
Now, we consider (2.19) with j = 0, i = k obtaining

−Ck = x̄0ȳk − x̄kȳ0 = −x̄k,

since (x0, y0) = (0, 1) and u0,k = 1 for all indexes k. Considering (2.19) with
j = 1, i = k − 1 we obtain

−Ck−1u1,k = x̄1ȳk − x̄kȳ1 = ȳk
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since (x1, y1) = (1, 0). This concludes the proof of (2.20).
3. Since i and j are coprime, there exist c, d ∈ Z such that ci+d j = 1. Suppose

that d j < 0. Of course, the case ci < 0 is similar.

δp(P0, P1) ≤ min{δp(P0, Pci), δp(P0, P−d j)} by part 1
≤ δp(Pci, P−d j) triangle inequality
= δp(P0, P1) part (a) of Proposition 2.2

(2.24)

Suppose that min{δp(P0, Pci), δp(P0, P−d j)} = δp(P0, Pci) (clearly the other case is
similar). (2.24) tells us that δp(P0, Pci) = δp(P0, P1), hence by part 1

δp(P0, P1) ≤ δp(P0, Pi) ≤ δp(P0, Pci) = δp(P0, P1)

so that (2.21) follows .
Moreover

δp(P0, Pi) = vp(x0yi − xiy0) by choice of coordinates
= vp(Ci) + vp(x0y1 − x1y0) by (2.17)
= vp(Ci) + δp(P0, P1),

therefore it follows that vp(Ci) = 0 which proves (2.22). �

Lemma 2.4 states that, for every cycle (P0, P1, . . . , Pn−1), for rational maps
with good reduction outside S, and for every couple of indexes j ∈ {0, 1, . . . , n −
1}, i . 0 (mod n), the ideal I(P0, P1) divides the ideal I(P j, P j+i). Moreover, for
each index i ∈ {2, . . . , n − 1}, it allows us to choose some S-integers Ci which
generate the ideal I(P0, Pi) · I(P0, P1)−1. Furthermore, it states that if i, j are
coprime, then the greatest common divisor of I(P0, Pi) and I(P0, P j) is I(P0, P1).

Lemma 2.5. Let (P0, P1, . . . , Pn−1) be a cycle, for rational maps with good reduc-
tion outside S, and let i, j ∈ Z; then

Li, j B
x0yi· j − xi· jy0

x0y j − x jy0
∈ RS. (2.25)

Moreover, let i, j be fixed coprime integers. Considering only cycles for rational
maps with good reduction outside S, if the set of principal ideals generated by the
possible values of Li, j is finite, then also the set of principal ideals generated by
the possible values of Ci is finite, where Ci is the S-integer defined in (2.16).



38 Finiteness results for cycles

Proof. Let (P0, P1, . . . , Pn−1) be a cycle for a rational map Φ with good reduction
outside S. We prove (2.25) applying the first part of Lemma 2.4 to ordered tuple
(P0, P j, P2 j, . . .), which is a cycle for the rational map Φ j.

To prove the second part we suppose that i, j ∈ Z are coprime. By (2.25) and
(2.16)

x0yi· j − xi· jy0 = Li, jC j(x0y1 − x1y0)

and
x0yi· j − xi· jy0 = L j,iCi(x0y1 − x1y0),

therefore it follows that Li, jC j = L j,iCi.
By the last identity, from (2.22) in Lemma 2.4 it follows that vp(Ci) ≤ vp(Li, j), for
every p < S . This tells us that the principal ideal CiRS divides Li, jRS. Therefore
the finiteness of principal ideals generated by the possible values of Li, j gives the
finiteness of principal ideals generated by the possible values of Ci. �

The following lemma is maybe the most important preliminary result useful to
prove Theorem 2.1. In its proof we use all previous lemma which we have proved
in this chapter.

Lemma 2.6. Let n ≥ 3 and C2(P0, P1, . . . , Pn−1) be the integer associated to a
cycle (P0, P1, . . . , Pn−1) as defined in (2.16) of Lemma 2.4. The set of principal
ideals of RS{

C2RS

∣∣∣∣∣∣ C2 = C2(P0, P1, . . . , Pn−1) where (P0, P1, . . . , Pn−1) is a
cycle for a rational map with good reduction outside S

}
(2.26)

is finite.

Proof. In this proof we use the same notation of Lemma 2.4.
Let (P0, P1, . . . , Pn−1) be a cycle for a rational map with good reduction outside

S. For all positive integers i coprime with n

δp(P1, P0) = min{δp(Pi, P0), δp(Pn, P0)} by (2.21)
= min{δp(Pi, P0), δp(P0, P0)} since Pn = Φ

n(P0) = P0

= δp(Pi, P0) since δp(P0, P0) = ∞
(2.27)

This proves that the S-integer Ci defined in (2.16) is a S-unit. Therefore if n is an
odd number, then C2 generates always the trivial ideal RS; so that the lemma is
proved in this case.
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By Lemma 2.4-Part 2, every cycle is mapped by the automorphism defined in
(2.18) to the following ordered n-tuple of vectors of K2

(0, 1); (1, 0); . . . ; (x̄i, ȳi) = (Ci,−Ci−1u1,i); . . . ; (Cn−1,−Cn−2u1,n−1) .

Suppose now that 3 - n, (2.27) tells us that C3 is an S-unit. The identity (2.19)
of Lemma 2.4 applied with i = 1, j = 2 becomes

−u2,3 = x̄2ȳ3 − x̄3ȳ2 = −C2
2u1,3 +C3u1,2

hence
C2

2 =
C3u1,2

u1,3
+

u2,3

u1,3
.

Now we can apply Lemma 2.1, with u = C3u1,2/u1,3, v = u2,3/u1,3, D = E = 1 and
C2 = y obtaining that the set (2.26) is finite.

Let us suppose now that 6|n. Thus we can write n = 2 · 3k · m with m ≥ 1
and 3 - m. If m > 1 and (P0, P1, . . . , Pn−1) is a cycle for a rational map Φ with
good reduction outside S, then the n-tuple (P0, P3k , . . . , P(2m−1)3k) is a cycle for the
rational map Φ3k

which still has good reduction outside S. Let

L2,3k =
x0y2·3k − x2·3ky0

x0y3k − x3ky0
.

The S-integer L2,3k is “the coefficient C2”of the cycle (P0, P3k , . . . , P(2m−1)3k) which
has length equal to 2m ≥ 4 which is coprime with 3. Thus by the reasoning did in
the previous case (3 - n) we deduce that the set of principal ideals of RS generated
by L2,3k is finite. Now we apply Lemma 2.5 with i = 2 and j = 3k to obtain the
finiteness of the set (2.26) in this case.

If m = 1, we are considering the last case n = 2 · 3k. We first reduce to the
case k = 1. In other words we suppose that lemma holds for n = 6. If k > 1 we
consider the cycle

(P0, P3k−1 , . . . , P5·3k−1) (2.28)

which has length 6. By our assumption, about the validity of lemma with n = 6,
we deduce the finiteness of the ideals generated by L2,3k−1 , i.e. “the coefficient
C2”of the cycle (2.28). Also in this situation we apply Lemma 2.5 with i = 2 and
j = 3k−1 obtaining that the set (2.26) is finite.
Therefore let n = 6. By Lemma 2.4-Part 2, any 6-tuple (P0, P1, P2, P3, P4, P5)
which is cycle for a rational map of good reduction outside S, by the matrix de-
fined in (2.18), is sent to the following ordered 6-tuple of vectors of K2

(0, 1); (1, 0); (C2,−u1,2); (C3,−C2u1,3); (C4,−C3u1,4); (C5,−C4u1,5)
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with u1,i ∈ R∗S for every i ∈ {2, 3, 4, 5}.
By Lemma 2.3 the identities C4 = C2u0,4 and C5 = u0,5 hold for suitable u0,4, u0,5 ∈

R∗S . We rewrite the above 6-tuple as

(0, 1); (1, 0); (C2,−u1,2); (C3,−C2u1,3); (C2u0,4,−C3u1,4); (u0,5,−C2u0,4u1,5)

Considering this 6-tuple, the identity (2.19) of Lemma 2.4 with j = 2 and i = 2
becomes

−C2C3u1,4 +C2u1,2u0,4 = −C2u2,4 where u2,4 ∈ R∗S

by dividing the left and right terms by −C2 we get to

C3u1,4 − u1,2u0,4 = u2,4. (2.29)

The identity (2.19) with j = 2 and i = 3 becomes

−C2
2u0,4u1,5 + u1,2u0,5 = −C3u2,5 (2.30)

and with j = 4 and i = 1

−C2
2u2

0,4u1,5 +C3u1,4u0,5 = −u4,5. (2.31)

From (2.29) we deduce

C3 = u1,2u0,4u−1
1,4 + u2,4u−1

1,4. (2.32)

Now multiplying (2.30) by u0,4 and deducting (2.31) we obtain

u0,4u1,2u0,5 +C3u2,5u0,4 −C3u1,4u0,5 = u4,5;

by replacing C3 with the right term of (2.32) in this last identity we obtain the
following S-unit equation:

u1,2u2
0,4u2,5

u4,5u1,4
+

u2,4u0,4u2,5

u4,5u1,4
−

u2,4u0,5

u4,5
= 1. (2.33)

Suppose that the equation (2.33) has no vanishing subsums. By the S-unit
equation Theorem, there exist only finitely many possible values for the ratios

u1,2u2
0,4u2,5

u4,5u1,4
;

u2,4u0,4u2,5

u4,5u1,4
;

u2,4u0,5

u4,5
.
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From (2.32) it follows that

C3 =
u4,5

u0,4u2,5

u1,2u2
0,4u2,5

u4,5u1,4
+

u2,4u0,4u2,5

u4,5u1,4

 (2.34)

therefore the set of principal ideals of RS generated by C3 is finite. Hence, there
exists a finite set C such that C3w ∈ C for a suitable w ∈ R∗S. From (2.30) we
deduce

C2
2 = C3w

u2,5

wu0,4u1,5
+

u1,2u0,5

u0,4u1,5
. (2.35)

By finiteness of the set C, applying Lemma 2.1 with C2 = y, D = C3w, E = 1,
u = u2,5/(wu0,4u1,5) and v = (u1,2u0,5)/(u0,4u1,5) we deduce that the set (2.26) is
finite.

The equation (2.34) also states that subsum of (2.33)

u1,2u2
0,4u2,5

u4,5u1,4
+

u2,4u0,4u2,5

u4,5u1,4

cannot be equal to 0 since n = 6.
Let us consider another vanishing subsum in (2.33)

u1,2u2
0,4u2,5

u4,5u1,4
−

u2,4u0,5

u4,5
= 0

which is equivalent to
u2,4u0,4u2,5

u4,5u1,4
= 1

since (2.33) holds. By these last two identities it follows that

u1,2u0,4u0,5 =
u2

2,4u2
0,5

u4,5
. (2.36)

Now multiplying (2.29) by u0,5 we deduce that

C3u1,4u0,5 = u1,2u0,4u0,5 + u2,4u0,5.

Therefore from this last identity and (2.31) we obtain

C2
2 =

1
u2

0,4u1,5
(u1,2u0,4u0,5 + u2,4u0,5 + u4,5). (2.37)
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By replacing u1,2u0,4u0,5 in (2.37) with the right term of (2.36) it results

C2
2 =

1
u2

0,4u1,5u4,5
(u2

2,4u2
0,5 + u2,4u0,5u4,5 + u2

4,5); (2.38)

Now we apply Lemma 2.2 with D = E = 1, u = u2,4u0,5, v = u4,5, obtaining the
finiteness of the set (2.26).

At last we consider the case

u2,4u0,4u2,5

u4,5u1,4
−

u2,4u0,5

u4,5
= 0 (2.39)

which is equivalent to
u1,2u2

0,4u2,5

u4,5u1,4
= 1 (2.40)

since (2.33) holds. By dividing both terms of (2.40) by u1,2u0,4 we obtain

u0,4u2,5

u4,5u1,4
=

1
u1,2u0,4

. (2.41)

By replacing in (2.39) (u0,4u2,5)/(u4,5u1,4) with the right term of (2.41) we obtain

u2,4

u1,2u0,4
−

u2,4u0,5

u4,5
= 0

which is equivalent to u1,2u0,4u0,5 = u4,5. From this last identity and (2.37) we
obtain

C2
2 =

u2,4u0,5

u2
0,4u1,5

+ 2
u4,5

u2
0,4u1,5

.

Lemma 2.1, applied with C2 = y, D = 1, E = 2, u = (u2,4u0,5)/(u2
0,4u1,5) and

v = u4,5/(u2
0,4u1,5) provides the finiteness of the set (2.26) also in this last case. �

This proof is not effective since we have used the S-unit equation Theorem
in three variables. In particular this proof does not provide an effective method
to find the set of possible values for D = C3w in (2.35), therefore we cannot
determine the set (2.26), either.

Now we introduce a notation which will simplify the next statements and
proofs.
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For any integer i ∈ N, let Ci = Ci(P0, P1, . . . , Pn−1) be the integer defined in
Lemma 2.4 associated to a cycle (P0, P1, . . . , Pn−1). We denote by

Ii,S =

{
CiRS

∣∣∣∣∣∣ Ci = Ci(P0, P1, . . . , Pn−1) where (P0, P1, . . . , Pn−1) is a
cycle for a rational map with good reduction outside S

}
(2.42)

and by
N(i) = #(Ii,S) (2.43)

Note that Ii,S is a set of ideals of RS but the coefficients Ci are S-integers associated
to cycles for rational maps with good reduction outside S . In this definition we
use S and not S because in the proof of Theorem 2.1 we shall use the Morton and
Silverman’s bound and the Lemma 2.8 which we shall prove after the following:

Lemma 2.7. With the above notation for every a, b ∈ N

N(ab) ≤ N(a)N(b) (2.44)

Proof. We use the same notation of Lemma 2.4.
Let (P0, P1, . . . , Pn−1) be a cycle for a rational map Φ with good reduction outside
S . If n|a or n|b then Cab = 0, thus N(ab) = 1. Note that N(i) ≥ 1 for all positive
integers i.
Let n - a so that n , 1 and (x0y1 − x1y0)(x0ya − xay0) , 0. Let

Lb,a B
x0yab − xaby0

x0ya − xay0
. (2.45)

Since (P0, Pa, . . . , Pab, . . .) is a cycle for the rational map Φa which has good re-
duction outside S and

Pab = Φ
a ◦ . . . ◦ Φa︸          ︷︷          ︸

b−times

(Pa),

we deduce that the principal ideal

Lb,aRS ∈ Ib,S. (2.46)

Moreover
Cab =

x0yab − xbay0

x0y1 − x1y0
by (2.16) with i = ab

=
Lb,a(x0ya − xay0)

x0y1 − x1y0
by (2.45).

= Lb,aCa by (2.16) with i = a.

Now (2.46) and the last identity give (2.7). �
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Lemma 2.8. N(l) < ∞ for all positive integers l.

Proof. We still use the same notation of Lemma 2.4.
We prove this lemma by induction on l. Of course N(1) = 1 since C1 = 1. The
previous Lemma 2.6 proves the case l = 2. Let l ≥ 3. Now we suppose that
Lemma 2.8 holds for every positive integer < l. If l is an odd prime number then
l + 1 = 2b where b is an integer 1 < b < l. By Lemma 2.7 N(2b) ≤ N(2)N(b),
hence by inductive hypothesis N(l + 1) < ∞ and N(l − 1) < ∞.

Let (P0, P1, . . . , Pn−1) be a cycle for a rational map with good reduction outside
S . By Lemma 2.4-Part 2, the automorphism defined in (2.18) send the ordered n-
tupla (P0, P1, . . . , Pn−1) to the following ordered n-tuple of vectors of K2

(0, 1); (1, 0); . . . ; (Cl,−Cl−1u1,l); (Cl+1,−Clu1,l+1), ; . . . ; (Cn−1,−Cn−2u1,n−1) .

The identity (2.19) of Lemma 2.4 applied with i = l, j = 1 tells us that

−C2
l u1,l+1 +Cl−1Cl+1u1,l = −ul,l+1,

obtaining an equation like (2.6) of Lemma 2.1

C2
l = Cl−1Cl+1

u1,l

u1,l+1
+

ul,l+1

u1,l+1
(2.47)

By N(l + 1) < ∞ and N(l − 1) < ∞ we can choose two finite set Cl−1, Cl+1 such
that Cl−1w1 ∈ Cl−1 and Cl+1w2 ∈ Cl+1 for suitable S-units w1,w2 ∈ R∗S. By (2.47),
writing

C2
l = (Cl−1w1Cl+1w2)

u1,l

u1,l+1w1w2
+

ul,l+1

u1,l+1

we apply Lemma 2.1 with y = Cl, u = u1,l/(u1,l+1w1w2), v = ul,l+1/u1,l+1, E = 1
and D one of the N(l − 1)N(l + 1) possible values for (Cl−1w1Cl+1w2). In this way
the lemma is proved when l is a prime number.

When l is not a prime number the proof is very easy. Indeed let l = ab where
both the integers are 1 < a, b < l. By inductive hypothesis and Lemma 2.7

N(l) ≤ N(a)N(b) < ∞

�

Now we are ready to prove Theorem 2.1
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Proof of Theorem 2.1. Let (P0, P1, . . . , Pn−1) be a cycle for a rational map Φ with
good reduction outside S . Of course for every set S, of places of K, which contains
S , the rational map Φ has good reduction outside S. For a generic fixed S such
that RS is a P.I.D. we denote by

Ii,S =
∏
p<S

p
δp(P0,Pi)

for all indexes 1 ≤ i ≤ (n − 1). It follows that

Ii,SI
−1
1,S =

(
x0yi − xiy0

x0y1 − x1y0

)
RS.

We have used the usual notation P j = [x j : y j] where x j, y j are coprime S-integers
for all points P j of the cycle. By (2.16) of Lemma 2.4-Part 1 it is clear that
Ii,SI

−1
1,S ∈ Ii,S.

Now we use the bound found by Morton and Silverman (see Proposition 1.4
and Theorem 1.4) from which it follows that n (the minimal period of P0) is
smaller than [

12(s + 1) log(5(s + 1))
]8s . (2.48)

To ease notation, we denote by B this bound. The existence of this bound B tells
us that, for every index j > B, I j,S is the empty set. Therefore we take

IS =
⋃

1≤i≤B

Ii,S.

By Lemma 2.8 the set IS is a finite union of finite sets, thus it is finite. By Lemma
2.4

Ii,SI
−1
1,S = CiRS ∈ IS.

In other words, let Ii be the ideal of RS defined in (2.14) associated to a cycle. We
have proved that there exist a finite set TS of prime ideals, such that TS ∩ S = ∅,
and a constant CS such that: for every cycle (P0, P1, . . . , Pn−1) for rational maps
with good reduction outside S and for every index 1 ≤ i ≤ (n − 1),

IiI
−1
1 =

∏
p∈S\S

p
ep

∏
p∈TS

p
ep (2.49)

where for all p ∈ TS the exponent 0 ≤ ep ≤ CS. Note that at this point we are
not in the position to state that also the exponents of the prime ideals in S \ S are
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positive and bounded from above by an uniform constant which does not depend
on the cycle.
If RS is a P.I.D. we have finished. Indeed from S = S the proof is finished by
taking IS = IS.

If RS is not a P.I.D., then there exist two disjoint finite sets S 1, S 2 of prime
ideals, of cardinality equal to the class number of RS minus 1, such that RS∪S 1 and
RS∪S 2 are P.I.D.. This follows immediately from “Dirichlet’s Theorem”about the
uniform distribution of the prime ideals among the ideal classes [20, Chapter 8].
We denote by S1 = S ∪ S 1 and S2 = S ∪ S 2. For each k ∈ {1, 2} we repeat the
previous reasoning did with S. In this way we prove that there exist a finite set TSk

and a constant CSk such that TSk ∩ Sk = ∅ and

IiI
−1
1 =

∏
p∈Sk\S

p
ep

∏
p∈TSk

p
ep

with 0 ≤ ep ≤ CSk for all p ∈ TSk . From (S1 \ S ) ∩ (S2 \ S ) = ∅ it follows that

IiI
−1
1 =

∏
p∈TS1∪TS2

p
ep

with 0 ≤ ep ≤ max{CS1 ,CS2}. Therefore theorem holds by taking

IS =

 ∏
p∈TS1∪TS2

p
ep | 0 ≤ ep ≤ max{CS1 ,CS2}

 . (2.50)

�

The proof of Theorem 2.1 contained in [6] is a little different from the proof
presented in this thesis. Recall that the cross-ratio of four distinct points P1, P2,
P3, P4 of P1(K) is

%(P1, P2, P3, P4) =
(x1y3 − x3y1)(x2y4 − x4y2)
(x1y2 − x2y1)(x3y4 − x4y3)

.

Morton and Silverman used cross-ratio to produce S -units from cycles for rational
maps with good reduction outside S . Instead, in the proof in [6], we used the
following property

%(P1, P2, P3, P4) + %(P1, P2, P4, P3) = 1,

to produce S -unit equations.
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Proof of Corollary 2.1. Let CS1 ,CS2 be the integers and TS1 ∪ TS2 be the set of
places defined in the previous proof. Fixing two consecutive points P0, P1 ∈ P1(K)
of a cycle (P0, P1, . . . , Pn−1) we set the ideal I1 defined by (2.14). By Theorem
2.1 it results that

0 ≤ δp(P0, Pk) ≤ δp(P0, P1) +max{CS1 ,CS2}

for all indexes 1 ≤ k ≤ (n − 1) and in particular δp(P0, Pk) = δp(P0, P1) for all
prime ideals p < TS1 ∪ TS2 . Thus, by Proposition 2.2-Part (a) it follows that for
every distinct points Pi, P j of the cycle

δp(Pi, P j) = δp(P0, P1) for all p < TS1 ∪ TS2

and
δp(Pi, P j) ≤ δp(P0, P1) +max{CS1 ,CS2} for all p ∈ TS1 ∪ TS2 .

Note that, for all but finitely many prime ideals p, δp(P0, P1) = 0.
Now applying the results of Birch and Merriman [5], with the same method used
in the proof of Proposition 1.2, we prove the first part of this corollary. For the
proof of the second part see the following Remark 2.1. �

Proof of Corollary 2.2. Let (P0, P1, . . . , Pn−1) be a cycle for a rational map with
good reduction outside S . We still work with the enlarged set S. We still use
the notation Pi = [xi : yi], where xi, yi are coprime S-integers, for all points of
the cycle. By Theorem 2.1 we can choose a finite set of non zero S-integers CS,
which does not depend on the particular choice of the cycle, such that for every
1 ≤ i ≤ (n − 1) (

x0yi − xiy0

x0y1 − x1y0

)
RS = CiRS

for a suitable S-integer Ci ∈ CS. The automorphism of P1(K), associated to the
matrix A defined in (2.18), maps the cycle (P0, P1, . . . , Pn−1) to the following or-
dered n-tuple of points in P1(K)

([0 : 1], [1 : 0], [C2 : u2], . . . , [Ci : ui], . . . , [1 : un−1]) (2.51)

where for each 2 ≤ i ≤ (n − 1), ui is a suitable S-unit and Ci ∈ CS. The automor-
phism associated to the matrix(

1 0
0 u−1

2

)
∈ PGL2(RS)
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maps the previous n-tuple to the following:

([0 : 1], [1 : 0], [C2 : 1], . . . , [Ci : vi], . . . , [1 : vn−1]) (2.52)

where the vi’s still are S-units.
Of course, since the last n-tuple is obtained from (2.51) by action of an element
of PGL2(RS), the equations type (2.19) still holds. In particular for every index
3 ≤ i ≤ (n − 1), there exists a S-unit wi such that

C2vi −Ci = Ci−2wi

Now it is clear that we can choose

N =

n-tuples like (2.52)

∣∣∣∣∣∣∣∣
n ≤ B, for all indexes i, Ci ∈ CS and there
exists w ∈ R∗S such that (vi,w) is a solution
of Cvi − D = Ew with C,D, E ∈ CS


where B is the bound (2.48). By the finiteness of the set CS and the S unit equation
Theorem applied to the finitely many equations Cvi − D = Ew it results that N is
a finite set. �

Remark 2.1. From the previous proof it results that for every couple {P0, P1}

of points in P1(K), the set of inequivalent cycles that contain two fixed points
P0 and P1 as consecutive points has cardinality bounded by |N|. With the same
arguments used in this chapter, more generally it is easy to see that to obtain
uniform finiteness it is sufficient to require that the points P0, P1 are elements of a
cycle in arbitrary position.

2.4 An unboundedness result
Theorem 2.2. Let K = Q and S = {| · |∞; | · |2}. There exist infinitely many ideals I
for which there exists a 3-cycle (P0, P1, P2), for a suitable rational map of degree
4 with good reduction outside S , for which I1 = I holds, where I1 is the ideal
defined in (2.14).

Theorem 2.2 proves that the conclusion of Theorem 2.1 is in a sense best-
possible: for every cycle one has

(I1, . . . ,In−1) = I1(RS ,I2I
−1
1 , . . . ,In−1I

−1
1 )

where for the factor (RS ,I2I
−1
1 , . . . ,In−1I

−1
1 ) there are only finitely many possi-

bilities in view of Theorem 2.1, but not for the factor I1, in view of Theorem
2.2.
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Proof of Theorem 2.2. Let

T B
{
([u : u − 1], [u − 1 : −1], [1 : u]) | u ∈ R∗S

}
.

We take U the automorphism of P1(Q) associated to the matrix(
0 1
−1 1

)
∈ PGL2(Z).

The automorphism U has order 3 in PGL2(Z) and more precisely, for all u ∈ R∗S

U([u : u − 1]) = [u − 1 : −1] , U([u − 1 : −1]) = [1 : u] , U([1 : u]) = [u : u − 1].

Thus every element of T is a cycle for U.
In this proof, for every u ∈ R∗S we will show that

([u : u − 1], [u − 1 : −1], [1 : u])

is a cycle for a rational map Φu of degree 4 with good reduction outside S .
To simplify the notation, to each rational map φ : P1 → P1 defined over Q

we shall associate, in the canonical way, the rational function φ(z) ∈ Q(z) by
taking the pole of z as the point at infinity [1 : 0]. Writing a rational function
φ(z) = N(z)/D(z) it will mean that N,D ∈ Z[z] are coprime polynomials. In
this way a rational function φ will have good reduction at a prime p if and only
if p does not divide the resultant of polynomials F,D and furthermore if φ̃ , the
rational function obtained from φ by reduction modulo p, has the same degree
of φ. Writing P1(Q) = Q ∪ {∞}, we will shift from the homogeneous to the
affine notation for points in P1(Q) when necessary. So that the point [1 : 0] will
correspond to∞ and any other point [x : y] will correspond to the rational number
x/y.
By this notation the automorphism U becomes U(z) = (1 − z)−1 and for every
x/y ∈ Q it follows that

U
(

x
y

)
=

y
y − x

; U2
(

x
y

)
=

y − x
−x

and U3
(

x
y

)
=

x
y
.

The starting point to define the rational maps Φu is to see that U admits the fol-
lowing cycles:

0 7→ 1 7→ ∞ 7→ 0; −1 7→
1
2
7→ 2 7→ −1.
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Therefore the degree three function ψ(z) ∈ Q(z) defined by

ψ(z) =
(z + 1)(2z − 1)(z − 2)

2z(z − 1)

has exactly the same zeroes and poles of the function ψ ◦ U, thus there exists a
constant λ such that ψ = λ(ψ ◦ U). It is an easy computation to see that this
constant is equal to 1 obtaining

ψ = ψ ◦ U. (2.53)

Moreover it is another simple computation to see that ψ has good reduction outside
S .
Let u be a fixed S -integer. Let us define P0 = u/(u − 1), P1 = U(u/(u − 1)) =
−(u − 1) and P2 = U2(u/(u − 1)) = 1/u so that (P0, P1, P2) ∈ T . Since

ψ(P0) =
−2u3 + 3u2 + 3u − 2

2u2 − 2u
the degree one rational function

hu(z) =
(4u2 − 4u)z − (−4u3 + 6u2 + 6u − 4)

2uz + 4u2 + u − 2
verifies hu(ψ(P0)) = 0 and it has good reduction outside S since u is a S -unit.
Now we take the rational function

hu ◦ψ(z) =
(2u2 − 2u)z3 + (2u3 − 6u2 + 2)z2 + (−2u3 + 6u − 2)z + (2u2 − 2u)

uz3 + (2u2 − u − 1)z2 + (−2u2 − 2u + 1)z + u
.

By definition of the map hu and by (2.53) it results

hu ◦ ψ(P0) = hu ◦ ψ(P1) = hu ◦ ψ(P2) = 0. (2.54)

Of course the rational function hu ◦ ψ has good reduction outside S . Let us define
ψu(z) = z + hu ◦ ψ(z). Now we prove a lemma useful to prove that the map ψu has
good reduction outside S .

Lemma 2.9. Let φ ∈ Q(z) be a rational map with good reduction outside S such

that φ(∞) = ∞, let
(
a b
u c

)
∈ GL2(RS ) and put

t(z) =
az + b
uz + c

.

Then the rational function z+ t◦φ(z) has degree deg(φ)+1 and has good reduction
outside S if and only if u ∈ R∗S .



2.4 An unboundedness result 51

Proof. Let φ(z) = N(z)/D(z) where N,D ∈ Z[z] are polynomials with no common
factors. Since φ(∞) = ∞ we have that deg(φ) = deg(N) > deg(D) and since φ has
good reduction outside S one has that the leading coefficient of N is a S -unit and
N,D have no common factors modulo any prime p < S . It is clear that also the
rational function

t ◦ φ(z) =
aN(z) + bD(z)
uN(z) + cD(z)

has good reduction outside S . Thus the polynomials (aN(z) + bD(z)),(uN(z) +
cD(z)) have no common factors modulo any prime p < S and have the same
degree of φ. Moreover the leading coefficient of (uN(z)+ cD(z)) is a S -unit if and
only if u ∈ R∗S . Now it is immediate to see that the rational function

z + t ◦ φ(z) =
(uN(z) + cD(z))z + (aN(z) + bD(z))

(uN(z) + cD(z))

has degree equal to deg(φ) + 1 and has good reduction outside S if and only if
u ∈ R∗S . �

Since ψ(∞) = ∞, we can apply Lemma 2.9 with φ = ψ and t = hu so that ψu

has good reduction outside S since u ∈ R∗S . Moreover ψu has degree equal to 4
and by (2.54) it follows that

ψu(Pi) = Pi for every index i ∈ {0, 1, 2}. (2.55)

Finally we can define
φu = U ◦ ψu.

Let Φu be the endomorphism of P1 given by φu. Of course Φu has degree 4 and
good reduction outside S . By (2.55) the 3-tuple (P0, P1, P2) is a cycle for Φu.
In this way we have proved that for all u ∈ R∗S , more precisely for every n-th power
of 2, the 3-tuple

([2n : 2n − 1]; [2n − 1 : −1]; [1 : 2n]) ∈ T

is a cycle for a rational map of degree 4 with good reduction outside S and I1 =

I2 = (22n − 2n + 1) · Z[1/2]. Note that the set of prime divisors of (22n − 2n + 1)
for n ∈ N is infinite. This concludes the proof of Theorem 2.2. �

Actually, we have proved Theorem 2.2 for every number field K and every
choice of finite set S containing all archimedean places of K and the 2-adic ones.
Moreover, to prove Theorem 2.2 we have used an automorphism U ∈ PGL2(Z) of
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order 3. For any positive integer n, with a suitable number field K and a suitable
finite set S of places, by using an automorphism of PGL2(RS ) of order n, it is
possible to employ the same method used in the proof of Theorem 2.2. Probably
in this way it is possible to define an infinite set of n-cycles which satisfy Theorem
2.2.



Chapter 3

Finite rational orbits for rational
maps

3.1 Introduction
In this chapter we shall prove two new results about finite orbits for rational maps
with good reduction outside S . The first is the following:

Theorem 3.1. Let K be a number field and let R be ring of algebraic integers
of K. Let S be a finite set of places of K, with cardinality s, containing all the
archimedean ones. There exists a number c(s, hS ), depending only on s and the
class number hS of RS , such that the length of every finite orbit in P1(K), for
rational maps with good reduction outside S , is bounded by c(s, hS ). We can
choose c(s, hS ) equal to

21045(s+hS−1) [12(s + 1) log(5s + 5)
]8s . (3.1)

For particular fields and particular sorts of maps the bound (3.1) may be
greatly improved. For example, in the elementary case with K = Q. It is easy to
see that every polynomial in Z[x] has cycles in Z of length at most 2. Narkiewicz
and Pezda in [25] proved that every finite orbit in Z has cardinality at most 4. An-
other elementary example is the case of finite orbits for element of PGL2(RS ) in
which the bound can be chosen c(s, hS ) = 2 + 16s2 (see Proposition 1.35).

Recently R. Benedetto has obtained a bound for polynomial maps. He proved
in [3] that if φ ∈ K[z] is a polynomial of degree d ≥ 2 which has bad reduction at s
prime ideals of K, then the number of preperiodic points of φ is at most O(s log s).
The big-O constant is essentially (d2 − 2d + 2)/ log d for large s (see [3, Theorem
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7.1]. Benedetto’s proof relies on a detailed analysis of p-adic Julia sets. Actually,
Benedetto’s result is quite different from Theorem 3.1. In fact Benedetto’s result
concern only polynomial map and its bound also depends on the degree d of a
polynomial. But it is a very strong result because it limits the cardinality of the
whole set of preperiodic points. Furthermore, in terms of s, Benedetto’s bound is
better than (3.1).

Recall that in all part of this thesis we use the notation set at the beginning of
section §1.2.

we shall end this chapter by giving the proofs of two theorems which are a sort
of generalization to finite orbits of the Corollary 2.1.

Theorem 3.2. Let n ≥ 4. The set of orbits in P1(K) for rational maps with good
reduction outside S which contain a given n-cycle is finite.
Let n ∈ {2, 3}. Given a cycle (P0, . . . , Pn−1) and a point P−1 in P1(K) there are only
finitely many orbits in P1(K) for rational maps with good reduction outside S of
the form (P−m, . . . , P−1, P0, . . . , Pn−1).

If K has class number one, then this last result is effective since the finite-
ness follows from the S -unit equation Theorem in two variables. But the proof
obtained depends on the choice of the cycle.

Corollary 2.1 states that there are only finitely many cycle classes, for rational
maps with good reduction outside S , which contain two fixed consecutive points.
Thus in the hypothesis of Theorem 3.2, to obtain finiteness for the cycle classes,
it is sufficient to fix only two consecutive points of a cycle. But the proof of
Corollary 2.1 is not effective.

The case n = 1 is quite different from the other ones. Indeed given a fixed
point P0 and another point P−1, there could exist infinitely many orbits of the
form (P−m, . . . , P−1, P0). Recall that two ordered n-tuples are called equivalent if
they belong to the same orbit for the action of PGL2(RS ) on n-tuples.

Theorem 3.3. Given two distinct points P0, P−1 ∈ P1(K), there exist only finitely
many inequivalent orbits in P1(K), of the form (P−m, . . . , P−1, P0), for a rational
map Φ with good reduction outside S such that Φ(P0) = P0.

This last result is a direct consequence of Birch-Merriman’s Theorem [5] about
the finiteness of binary forms with given degree and discriminant. Also in this case
if K has class number one, then using the effective result obtained by J. H. Evertse
and K.Győry [10], the Theorem 3.3 is effective but the finiteness result depends
on the choice of the points P0, P−1 ∈ P1(K).
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3.2 Finite orbit lengths for rational maps
This section is dedicated to prove Theorem 3.1.

If RS is not a P.I.D. we still take the enlarged set S (the set defined at the be-
ginning of §2.3) so that RS is a unique factorization domain. In this chapter we
still use the convention that the ordered couple (xi, yi) always represents coprime
S-integral homogeneous coordinates for every point Pi ∈ P1(K). In this chapter
we study finite orbits. From this we cannot use Proposition 2.2, since in a finite
orbit there can exist some preperiodic points which are not periodic and for these
points the identity stated in Proposition 2.2 could not be held. But the congruence
properties expressed in Proposition 2.1 and Proposition 2.3 hold also in this situ-
ation.
Writing (Q−k, . . . ,Q0, . . . ,Qn−1) we represent a finite orbit for a rational map Ψ in
which the 0-th term Q0 is a n-th periodic point for Ψ. Moreover, for all indexes
i ≥ −k, Qi+1 = Ψ(Qi) holds, bearing in mind that Qn = Q0. Now we present a very
simple remark which will be useful in the sequel.

Remark 3.1. Let (Q−k, . . . ,Q0, . . . ,Qn−1) be a finite orbit in P1(K) for a rational
map Ψ with good reduction outside S ; then for all integers −k ≤ a ≤ n − 1, b ≥
0, t ≥ 0 and for every prime ideal p < S

δp(Qa,Qa+tb) ≥
min{δp(Qa,Qa+b), δp(Qa+b,Qa+2b), . . . , δp(Qa+(t−1)b,Qa+tb)} = δp(Qa,Qa+b)

Proof. It is a direct application of the triangle inequality (Proposition 2.1) and
Proposition 2.3. In fact the b-th iterate of Ψ still has good reduction at every
prime ideal p < S , therefore

δp(Qa+lb,Qa+(l+1)b) = δp(Ψb(Qa+(l−1)b),Ψb(Qa+lb)) ≥ δp(Qa+(l−1)b,Qa+lb)

for all indexes 0 < l ≤ t. �

We begin the proof of Theorem 3.1 by reducing to the case when the tuple
(P−m, . . . , P−1, P0) is an orbit for a rational map Φ with good reduction outside
S and P0 = [0 : 1] is a fixed point of Φ. Let (Q−k, . . . ,Q−1,Q0, . . . ,Qn−1) be
a finite orbit for a endomorphism Ψ on P1 defined over K with good reduction
outside S and let (Q0, . . . ,Qn−1) a cycle for Ψ. If k ≤ n we have nothing to
prove since n is bounded by (1.36) so that the finite orbit has cardinality limited
by two times the bound (1.36). Suppose now that k > n; it is clear that the
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tuple
(
Q−b k

ncn
, . . . ,Q−n,QO

)
is an orbit for Ψn and Q0 is a fixed point. Take an

automorphism A ∈ PGL2(RS) such that A(Q0) = [0 : 1], of course there exists
since RS is a P.I.D., then

(
A(Q−b k

ncn
), . . . , A(Q−n), [0 : 1]

)
is an orbit for AΨnA−1,

which still has good reduction outside S . Therefore we take P−m = A
(
Q−b k

ncn

)
and for all indexes

⌊
k
n

⌋
= m ≥ i ≥ 0, P−m+i = (AΨnA−1)i(P−m). In this way if we

find a bound b for the cardinality of orbits of type (P−m, . . . , P−1, P0), where P0 is
a fixed point, then the bound c(s, hS ) can be chosen equal to (b + 1) multiplied by
the upper bound for the cycle length provided by (1.36).
Now let us search for such a bound b. Let

(P−m, . . . , P−1, P0) (3.2)

be a finite orbit in P1(K) for a rational map Φ with good reduction outside S and
such that Φ(P0) = P0 = [0 : 1].

Lemma 3.1. Let Pl−k, . . . , Pl−1, Pl be distinct points of the orbit (3.2) such that for
every prime ideal p < S

δp(Pl−i, P0) = δp(Pl, P0) for every index 0 ≤ i ≤ k. (3.3)

Then
k ≤ 3 · 7|S| + 1. (3.4)

Proof. Recall that by convention for every index j the ordered couple (x j, y j)
denotes coprime S-integral homogeneous coordinates for the point P j. Since
P0 = [0 : 1], condition (3.3) is equivalent to the following identities between
principal ideals

xl−iRS = xlRS for all indexes 0 ≤ i ≤ k.

Hence condition (3.3) is equivalent to the existence, for each index 0 ≤ i ≤ k, of a
S-unit ul−i such that

xl−i = xlul−i. (3.5)

From this, it follows that for every prime ideal p < S and for all indexes k ≥ i >
j ≥ 0

δp(Pl−i, Pl− j) = vp(xl−iyl− j − xl− jyl−i) by choice of S -coprime coordinates
≥ vp(xl) by (3.5)
= δp(Pl, P0) since P0 = [0 : 1].

(3.6)
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Moreover we can apply Remark 3.1 to the orbit (P−m, . . . , P−1, P0) with a = l − i,
b = i − j and t such that l − i + t(i − j) ≥ 0, obtaining that

δp(Pl−i, P0) ≥ min{δp(Pl−i, Pl− j), δp(Pl− j, Pl+i−2 j), . . . , δp(Pl−i+(t−1)(i− j), P0)}
= δp(Pl−i, Pl− j).

(3.7)
Thus

δp(Pl, P0) ≤ δp(Pl−i, Pl− j) by (3.6)
≤ δp(Pl−i, P0) by (3.7)
= δp(Pl, P0) by (3.3),

which tells us
δp(Pl, P0) = δp(Pl−i, Pl− j). (3.8)

Furthermore by (3.5), for every index i ∈ {0, . . . , k}, we can write Pl−i = [xl :
yl−i/ul−i] in homogeneous coprime S-integral coordinates; hence from (3.8) it fol-
lows that

vp(x0yl − xly0) = vp

(
xlyl− j

ul− j
−

xlyl−i

ul−i

)
.

Since P0 = [0 : 1], the above identity is equivalent to the existence of a S-unit
ul−i,l− j such that

yl− j

ul− j
−

yl−i

ul−i
= ul−i,l− j ∈ R∗S (3.9)

for all distinct indexes i, j ∈ {0, . . . , k}. In particular, either k ∈ {0, 1} or we have a
system of three equations

yl − yl−1/ul−1 = ul−1,l

yl − yl−i/ul−i = ul−i,l

yl−1/ul−1 − yl−i/ul−i = ul−i,l−1.
(3.10)

The first one is obtained from (3.9) substituting j = 0 and i = 1 (recall that ul = 1)
and the two other ones with j = 0, j = 1 and i an arbitrary index k ≥ i ≥ 2.
We deduce from (3.10) the following linear relation:

ul−1,l + ul−i,l−1 = ul−i,l.

By the S-unit equation Theorem, for every index k ≥ i ≥ 2, there are only finitely
many possibilities for ul−i,l/ul−1,l and from (3.10) it follows that

yl−i

ul−i
= yl −

ul−i,l

ul−1,l
ul−1,l.
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By Evertse’s result [8], the number of S-unit solutions (u, v) ∈ R∗S × R∗S to the
equation u + v = 1 is at most 3 · 74|S|.
Hence the set of points {Pl−i = [xl : yl−i/ul−i] | k ≥ i ≥ 2} has cardinality bounded
by 3 · 74|S| so that k ≤ (3 · 74|S| + 1). �

The next step is to show that the number of points P−i of (3.2) such that x−iRS ,
x−i+1RS is finite and depends only on |S|. We have to prove two lemmas.

We say that a non zero S-integer T is representable in two essentially different
ways as sum of two S-units if there exist

u1, u2, v1, v2 ∈ R∗S, {u1, u2} , {v1, v2} and T = u1 + u2 = v1 + v2 , 0. (3.11)

Lemma 3.2. The cardinality of the set of principal ideals of RS

{T · RS | T satisfies (3.11)}

is bounded by 21031·|S|.

Proof. Let T ∈ RS/{0} be written as T = u1 + u2 = v1 + v2 which satisfies the
condition in (3.11). Therefore, since {u1, u2} , {v1, v2}, the left term of equation

u1

v1
+

u2

v1
−

v2

v1
= 1

has no vanishing subsums. Using the Evertse’s bound [11] for the number of non
degenerated solutions (w1,w2,w3) ∈ (R∗S)

3 to the equation X1 + X2 + X3 = 1, we
obtain that the principal ideal

T · RS = v1

(
1 +

v2

v1

)
· RS

has at most 21031·|S| possibilities. �

This result is an elementary application of S-unit equation Theorem in three
variables. Halter-Koch and Narkiewicz stated this fact in [14] but we have pre-
sented this lemma because we need a quantitative result.

Remark 3.2. The previous lemma states that the set of principal ideals of RS
generated by an non zero S-integer which is representable, in two essentially dif-
ferent ways, as sum of two S-units, has cardinality bounded by 21031·|S|. Thus we
can choose a set T of S-integers, with cardinality at most 21031·|S|, such that every
S-integer with the property (3.11) is representable as uT , where u ∈ R∗S and T ∈ T.
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Lemma 3.3. If there exist five distinct points Pn5 = [xn5 : yn5], Pn4 = [xn4 :
yn4], Pn3 = [xn3 : yn3], Pn2 = [xn2 : yn2], Pn1 = [xn1 : yn1] of the orbit (3.2), with
n5 < n4 < n3 < n2 < n1 < 0, such that

xniRS , xni+1RS (3.12)

for every index 1 ≤ i ≤ 4, then xn1/xn2 is a non zero S-integer which is repre-
sentable, in two essentially different ways, as sum of two S-units.

Proof. Since Φ(P0) = P0 = [0 : 1], from Proposition 2.3, considering Φni−n j , P =
Pn j and Q = P0, it follows that xn j |xni in RS for all couple of integers 5 ≥ j ≥ i ≥ 1.
Therefore there exist four non zero T1,T2,T3,T4 ∈ RS \ R∗S such that

xni = Tixni+1 for all i ∈ {1, 2, 3, 4}.

From this, for every couple of distinct indexes 1 ≤ i < j ≤ 5, it follows that

xni = Ti · . . . · T j−1xn j . (3.13)

By Remark 3.1 we have that for all prime ideals p < S

δp(Pn j , PO) ≥ min{δp(Pn j , Pni), δp(Pni , P2ni−n j), . . . , δp(Pm·ni−(m−1)n j , P0)} = δp(Pni , Pn j)

for a suitable integer m; thus, by choice of homogeneous coprime coordinates, we
observe that (xn jyni − xniyn j)|xn j in RS; in this way by identity (3.13) we deduce that

yni − Ti · . . . · T j−1yn j ∈ R∗S.

Hence we obtain

yn1 − T1yn2 = v1 (3.14)
yn2 − T2yn3 = v2 (3.15)
yn1 − T1T2yn3 = v3 (3.16)
yn3 − T3yn4 = v4 (3.17)
yn2 − T2T3yn4 = v5 (3.18)
yn1 − T1T2T3yn4 = v6 (3.19)
yn2 − T2T3T4yn5 = v7 (3.20)
yn1 − T1T2T3T4yn5 = v8 (3.21)
yn3 − T3T4yn5 = v9 (3.22)
yn4 − T4yn5 = v10, (3.23)
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where vi ∈ R∗S for all indexes 1 ≤ i ≤ 10.
From (3.15) we deduce that

T2 =
yn2 − v2

yn3

.

We put this value of T2 in (3.16) obtaining

yn1 − T1(yn2 − v2) = v3. (3.24)

The equation (3.14) tells us that

T1yn2 = yn1 + v1.

Therefore substituting this value of T1yn2 in (3.24) we get

T1 =
v3

v2
−

v1

v2
. (3.25)

In the same way from (3.19), (3.14) and (3.18), we obtain

T1 =
v6

v5
−

v1

v5
, (3.26)

and from (3.21), (3.14) and (3.20)

T1 =
v8

v7
−

v1

v7
. (3.27)

Now we finish the proof by proving that among (3.25), (3.26), (3.27) there exist
at least two distinct representations of T1 as sum of two S-units.
Using the same previous method, from (3.20), (3.15) and (3.22), we obtain that

T2 =
v7 − v2

v9
;

therefore v7 , v2 and {
v3

v2
,−

v1

v2

}
=

{
v8

v7
,−

v1

v7

}
⇒ −

v1

v2
=

v8

v7
. (3.28)

From (3.20), (3.18) and (3.23), we obtain that

T2T3 =
v7 − v5

v10
;
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therefore v7 , v5 and {
v6

v5
,−

v1

v5

}
=

{
v8

v7
,−

v1

v7

}
⇒ −

v1

v5
=

v8

v7
. (3.29)

If (3.25), (3.26), (3.27) are the same representation of T1 as sum of two S-units,
then from (3.28) and (3.29) it follows that{

v3

v2
,−

v1

v2

}
=

{
v6

v5
,−

v1

v5

}
=

{
v8

v7
,−

v1

v7

}
⇒ −

v1

v2
= −

v1

v5
⇒ v2 = v5.

But this is not possible since from (3.18), (3.15) and (3.17)

T2 =
v5 − v2

v4
, 0.

�

Now we use the previous lemma to prove that the set {Pir , . . . , Pi1 , P−1} of all
points P− j of the orbit (3.2) such that x− jRS , x− j+1RS is finite. More precisely
we have that r ≤ 3 + 21031·|S|. Indeed, if such five points do not exist we have
finished; otherwise for every index ir−2 < it ≤ i1 we apply the previous lemma
with n1 = −1, n2 = it, n3 = ir−2, n4 = ir−1, n5 = ir obtaining that x−1/xit = uT
where T ∈ T (the set chosen in Remark 3.2) and u is a suitable S-unit. Therefore

Pit = [x−1/T : uyit].

In this way we have proved that r is bounded by 3 + |T|. Now it is easy to see that
it is possible to choose as bound b for the length of orbits of type (3.2)(

4 + 21031·|S|
) (

3 · 74|S| + 1
)
+ 1

which is < 21045|S| − 1.
Recall that actually we study finite orbits for rational maps with good reduction
outside S . Hence we use the bound (1.34) obtaining that we can choose

c(s, hS ) = 21045|S| [12(s + 1) log(5s + 5)
]8s .

Now the proof is finished since |S| ≤ s + hS − 1.
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3.3 Finiteness of finite orbits
We start by giving three elementary but significant examples in P1(Q).

Example 3.1. Suppose that 2 is a S -unit. For every integer n ≥ 1, let Ψn be the
rational map defined by

Ψn(X,Y) = [X((2n + 1)X − Y)(2nX − (2n + 1)Y) : 22n(X − Y)3].

Ψn has good reduction outside S and degree 3. For every n ≥ 1 we have that
P−2 = [1 : 0], P−1 = [2n + 1 : 2n], P0 = [0 : 1] are three consecutive points of a
finite orbit for the rational map Ψn since P0 is a fixed point of Ψn. Furthermore,
for all primes p, δp([2n + 1 : 2n], [0 : 1]) = vp(2n + 1), thus there exist infinitely
many inequivalent finite orbits, for rational maps with good reduction outside S ,
in which P0 is a fixed point.

Example 3.2. For every y ∈ Z, let Ψy be the rational map of degree 2 defined by

Ψy(X,Y) = [yXY − Y2 : X2].

Ψy has good reduction at every prime. For every y ∈ Z, the 3-tuple ([1 : y], [0 :
1], [1 : 0]) is a finite orbit for Ψy since [0 : 1] is a periodic point of period 2.
Furthermore, for all primes p, δp([1 : y], [1 : 0]) = vp(y), thus there exist infi-
nitely many inequivalent finite orbits, for rational maps with good reduction at
any prime, which contain the cycle ([0 : 1], [1 : 0]).

Example 3.3. Suppose that 2 is a S -unit. For every integer n ≥ 1 let Ψn be the
rational map defined by

Ψn(X,Y) = [((2n + 1)X − 2nY)Y : (X − Y)(X + 2nY)].

Ψn has god reduction outside S and degree 2. For every n ≥ 1 we have that the
4-tuple ([2n : 2n + 1], [0 : 1], [1 : 1], [1 : 0]) is a finite orbit for the rational
map Ψn since [0 : 1] is a periodic point of period 3. Furthermore, for all primes
p, δp([2n : 2n + 1], [1 : 0]) = vp(2n + 1); thus there exist infinitely many finite
orbits, for rational maps with good reduction outside S , which contain the cycle
([0 : 1], [1 : 1], [1 : 0]), of course, as well as for inequivalent finite orbits.

In view of these three examples, it is necessary to fix an n-cycle with n ≥ 4 in
order to obtain a finiteness result.



3.3 Finiteness of finite orbits 63

Proof of Theorem 3.2. Let n ≥ 4. Let (P−m, . . . , P−1, P0, . . . , Pn−1) be a finite orbit
in P1(K) for a rational map Φ with good reduction outside S , such that Φ(Pn−1) =
P0. In this proof we use the ring RS also if it is not a P.I.D.. Therefore there could
not always exist homogeneous coprime S -integral coordinates to represent a point
of P1(K). But by Proposition 1.1 we represent every point Pi with homogeneous
almost coprime S -integral coordinates (xi, yi). Thus there exists a constant C,
independent on the particular choice of a point in P1(K), such that

min{vp(xi), vp(yi)} ≤ C (3.30)

for all prime ideals p < S .
For every prime ideal p we have that δp(P0, P1), δp(P0, P2), δp(P0, P3) are fixed
finite values, since the cycle (P0, P1, . . . , Pn−1) is fixed. Moreover for every prime
ideal p < S and for all indexes 0 ≤ i ≤ m, 1 ≤ j ≤ 3, applying Proposition 2.3 to
the rational map Φi, we deduce that

δp(P−i, P−i+ j) ≤ δp(P0, P j).

Therefore by definition of p-adic distance and (3.30) we obtain that

0 ≤ vp(xiyi+ j − xi+ jyi) ≤ δp(P0, P j) + 2C. (3.31)

If m = 0 there is nothing to prove. Otherwise P−1, P0, P1, P2 are four distinct
points and by the property of cross-ratio (denoted by ρ(·, ·, ·, ·))

ρ(P−1, P0, P1, P2) + ρ(P−1, P0, P2, P1) = 1,

we have that

(x−1y1 − x1y−1)(x0y2 − x2y0)
(x−1y0 − x0y−1)(x1y2 − x2y1)

−
(x−1y2 − x2y−1)(x0y1 − x1y0)
(x−1y0 − x0y−1)(x1y2 − x2y1)

= 1 (3.32)

Since (3.31) holds for every prime ideal p < S , i = −1 and 1 ≤ j ≤ 3; there are
only finitely many possibilities for

vp

(
(x−1y1 − x1y−1)(x0y2 − x2y0)
(x−1y0 − x0y−1)(x1y2 − x2y1)

)
; vp

(
(x−1y2 − x2y−1)(x0y1 − x1y0)
(x−1y0 − x0y−1)(x1y2 − x2y1)

)
Therefore we can apply the S -unit equation Theorem obtaining that there exist
only finitely many possible values for

x−1y1 − x1y−1

x−1y0 − x0y−1
;

x−1y2 − x2y−1

x−1y0 − x0y−1
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since
(x0y2 − x2y0)
(x1y2 − x2y1)

and
(x0y1 − x1y0)
(x1y2 − x2y1)

are fixed.
Now we observe that (0, 0) is the only solution of the system{

y1X + y0Y = 0
x1X + x0Y = 0

since x0y1 − x1y0 , 0; hence the identity

x−1

(
y1 −

x−1y1 − x1y−1

x−1y0 − x0y−1
y0

)
= y−1

(
x1 −

x−1y1 − x1y−1

x−1y0 − x0y−1
x0

)
is not trivial and we deduce that

[
x−1 : y−1

]
=

[
x1 −

x−1y1 − x1y−1

x−1y0 − x0y−1
x0 : y1 −

x−1y1 − x1y−1

x−1y0 − x0y−1
y0

]
.

This proves that there exist only finitely many possibilities for the point P−1.
Now applying the same method but replacing each index i ∈ {−1, 0, 1, 2} in (3.32)
with i−1 we obtain the finiteness of possible values for the point P−2. By inductive
method we prove this case. Indeed by Theorem 3.1 we have to do only a finite
number of steps.
For n = 2, if P−1, P0, P1 are fixed then δp(P0, P1) and δp(P−1, P1) are fixed and for
all indexes −m ≤ i ≤ −1, j ∈ {1, 3}

δp(Pi, Pi+ j) ≤ δp(P0, P1)

and for j = 2
δp(Pi, Pi+2) ≤ δp(P−1, P1).

For n = 3, if P−1, P0, P1, P2 are fixed then δp(P0, P1) = δp(P0, P2) and δp(P−1, P2)
are fixed and for all indices −m ≤ i ≤ −1, j ∈ {1, 2}

δp(Pi, Pi+ j) ≤ δp(P0, P1)

and for j = 3
δp(Pi, Pi+3) ≤ δp(P−1, P2).

Now we can apply the above cross-ratio method. �
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An alternative proof of Theorem 3.2 it can be obtained from the next Lemma
which is also useful to prove Theorem 3.3.

Lemma 3.4. Let n be a fixed integer. For every prime ideal p < S and for all
distinct indexes 0 ≤ i < j ≤ n − 1 let ∆p,i, j be a fixed S -integer. Then there exist
only finitely many inequivalent n-tuples (P0, P1, . . . , Pn−1) ∈ P1(K)n such that

δp(Pi, P j) = ∆p,i, j (3.33)

for all p < S and distinct indexes 0 ≤ i < j ≤ n − 1.

Proof. It is trivial that if there exist infinitely many prime ideal p < S such that
∆p,i, j , 0 for some distinct indexes i, j, then n-uples which satisfy condition (3.33)
do not exist. Otherwise with the same proof of Proposition 1.2 (which use the
Birch-Merriman’s result [5]) we prove this lemma. �

Proof of Theorem 3.3. Let (P−m, . . . , P−1, P0) be an orbit in P1(K) for a rational
map Φ with good reduction outside S such that Φ(P0) = P0.
If m = 1 we have nothing to prove. Otherwise for every index i ∈ {2, . . . ,m}, by
Proposition 2.3 applied to the rational map Φi−1 and P = P−i,Q = P0 it follows
that

δp(P−1, P0) ≥ δp(P−i, P0). (3.34)

For every integer i > k > 0, let l be the maximum integer such that −i + lk < 0,
applying Remark 3.1 we obtain

δp(P−i, P0) ≥ min{δp(P−i, P−i+k), δp(P−i+k, P−i+2k), . . . , δp(P−i+lk, P0)} = δp(P−i, P−i+k)

thus by (3.34)
δp(P−1, P0) ≥ δp(P−i, P−i+k).

Now applying Lemma 3.4 and Theorem 3.1 we conclude the proof. �
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